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THE HERGLOTZ VARIATIONAL PROBLEM ON SPHERES

AND ITS OPTIMAL CONTROL APPROACH

LÍGIA ABRUNHEIRO, LUÍS MACHADO, NATÁLIA MARTINS

Abstract. The main goal of this paper is to extend the generalized variational
problem of Herglotz type to the more general context of the Euclidean sphere

Sn. Motivated by classical results on Euclidean spaces, we derive the gen-
eralized Euler–Lagrange equation for the corresponding variational problem

defined on the Riemannian manifold Sn. Moreover, the problem is formulated

from an optimal control point of view and it is proved that the Euler–Lagrange
equation can be obtained from the Hamiltonian equations. It is also high-

lighted the geodesic problem on spheres as a particular case of the generalized

Herglotz problem.

1. Introduction

One of the main interests in studying the generalized variational problem of
Herglotz type is that, unlike the classical variational approach, it provides a vari-
ational description of nonconservative processes even when the Lagrangian is au-
tonomous [5]. Due to its importance on Euclidean spaces and motivated by the fact
that Riemannian manifolds are becoming more popular in modern applications, in
this paper we extend the generalized variational problem of Herglotz to the more
general context of the Euclidean unit n−sphere Sn. Typically, Sn is seen as a
Riemannian manifold equipped with the metric induced by the embedding space
Rn+1.

The generalized variational problem of Herglotz, proposed by Gustav Herglotz
in 1930 (see [9]), can be formulated as follows.

Problem (P): Determine the trajectories x ∈ C2([0, T ],Rn) and z ∈ C([0, T ],R)
that minimize the value of the functional z(T ):

min
(x,z)

z(T ),

where the pair (x, z) satisfies the differential equation

ż(t) = L (t, x(t), ẋ(t), z(t)) , t ∈ [0, T ], (1.1)

subject to the initial condition
z(0) = z0
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and the boundary conditions

x(0) = x0 and x(T ) = xT ,

for some x0, xT ∈ Rn and z0, T ∈ R.

The Lagrangian L is assumed to satisfy the following assumptions:

(1) L ∈ C1([0, T ]× R2n × R,R);

(2) The functions t 7→ ∂L

∂x
(t, x(t), ẋ(t), z(t)), t 7→ ∂L

∂ẋ
(t, x(t), ẋ(t), z(t)) and

t 7→ ∂L

∂z
(t, x(t), ẋ(t), z(t)) are differentiable for any admissible trajectory

(x, z).

Notice that (1.1) represents a family of differential equations, since for each x,
a new differential equation is obtained. This dependence can be made explicit by
writing z(t, x(t), ẋ(t)), but, for simplicity of notation, the explicit dependence on x
is suppressed and we write z(t) only.

Herglotz proved that a necessary condition for a trajectory (x, z) to be a solution
of problem (P) is that it satisfies

∂L

∂x
− d

dt

∂L

∂ẋ
+
∂L

∂z

∂L

∂ẋ
= 0. (1.2)

Equation (1.2) is known as the generalized Euler–Lagrange equation for the varia-
tional problem (P) (see [8]).

It is clear that Herglotz’s variational problem reduces to the classical fundamental
problem of the calculus of variations if the Lagrangian L does not depend on the
variable z. In this case,

z(T ) =

∫ T

0

(
L(t, x(t), ẋ(t)) +

z0
T

)
dt

and the differential equation (1.2) reduces to the classical Euler–Lagrange equation:

∂L

∂x
− d

dt

∂L

∂ẋ
= 0.

This kind of problem was poorly understood until 1996. The situation changed
with the publication of the book [8] and the PhD thesis of Bogdana Georgieva [3],
and nowadays is a subject of current research (see [4–7,12–16]).

The structure of the paper is as follows. In Section 2 we present the straightfor-
ward formulation of the generalized Herglotz problem for an arbitrary Riemannian
manifold M . Since the main goal of the paper is to study the Herglotz problem
for the particular case when M is the Euclidean unit n−sphere Sn, we recall, in
Section 3, some geometric properties of Sn that are required to derive our main
results stated in Sections 4 and 5. In Section 4, the generalized variational problem
of Herglotz on Sn is formulated as a constrained variational problem in the em-
bedding space Rn+1 and the corresponding generalized Euler–Lagrange equation is
derived. The geodesic problem on Sn arises naturally as a particular case of the
Herglotz problem. In Section 5, the optimal control theory is put to use and an
alternative approach for defining the generalized Herglotz problem on Sn is pre-
sented. It is also proved how the Euler–Lagrange equation can be obtained from
the Hamiltonian equations. Finally, some concluding remarks and ideas for future
work are carried out in Section 6.
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2. The Herglotz variational principle on a Riemannian manifold

In what follows, M denotes a locally complete connected Riemannian manifold
equipped with the metric 〈·, ·〉. Given a point p ∈M , denote, as usual, the tangent
space of M at p by TpM . The disjoint union of the tangent spaces of M , called the
tangent bundle, will be denoted by TM . So, TM can be thought as the set

TM =
{

(p, v) : p ∈M ∧ v ∈ TpM
}
.

If M is n−dimensional, then the tangent bundle TM is a differentiable manifold of
dimension 2n.

Let ∇ be the unique connection on M that is compatible with the metric. There-
fore, if Y : M → TM is a smooth vector field on M along a curve x : I ⊂ R→M ,

the covariant derivative of Y with respect to t is simply given by
DY

dt
= ∇ẋY ,

where ẋ stands for the velocity vector field dx
dt .

A vector field Y along x is said to be parallel if and only if DY
dt = 0. By

definition, a geodesic on M is a smooth curve x in M such that its velocity vector
field is parallel, that is, if Dẋ

dt = 0.
For more details about geometric concepts we refer to classical books of differ-

ential geometry [2, 11].
Following the approach given in [8] for Euclidean spaces, we define the Herglotz

problem on M by the following:

Problem (PV ): Determine the trajectories x ∈ C2([0, T ],M) and
z ∈ C1([0, T ],R) that minimize the value of the functional z(T ):

min
(x,z)

z(T ),

where the pair (x, z) satisfies the differential equation

ż(t) = L
(
t, x(t), ẋ(t), z(t)

)
, t ∈ [0, T ],

subject to the initial condition

z(0) = z0

and the boundary conditions

x(0) = x0 and x(T ) = xT , (2.1)

for some x0, xT ∈M and z0, T ∈ R.

The Lagrangian L is assumed to satisfy the following assumptions:

(1) L ∈ C1([0, T ]× TM × R,R);

(2) The functions t 7→ ∂L

∂x
(t, x(t), ẋ(t), z(t)), t 7→ ∂L

∂ẋ
(t, x(t), ẋ(t), z(t)) and

t 7→ ∂L

∂z
(t, x(t), ẋ(t), z(t)) are differentiable for any admissible trajectory

(x, z).

Solving problem (PV ) in the general setting of the Riemannian manifold M
represents, from the perspective of the authors, a huge challenging. The main
purpose of this paper is to study problem (PV ) for the particular case when M is
the Euclidean n−sphere Sn. Before doing that, we recall in the next section the
most important facts about the geometry of this particular Riemannian manifold.
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3. The geometry of the Euclidean sphere

The unit n−sphere

Sn :=
{
p ∈ Rn+1 : 〈p, p〉 = 1

}
can be naturally seen as an n−dimensional Riemannian submanifold of the Eu-
clidean space Rn+1, with Riemannian metric induced by the usual inner product
in Rn+1, denoted by 〈·, ·〉.

The tangent space of Sn at a point p belonging to Sn is simply defined as

TpS
n :=

{
v ∈ Rn+1 : 〈v, p〉 = 0

}
and its orthogonal complement is therefore given by

T⊥p S
n =

{
αp ∈ Rn+1 : α ∈ R

}
.

Any vector u ∈ Rn+1 can be uniquely written as

u = u− 〈u, p〉p+ 〈u, p〉p,
where u− 〈u, p〉 p ∈ TpSn and 〈u, p〉 p ∈ T⊥p Sn.

Since Sn is embedded in an Euclidean space, the covariant derivative of a smooth
vector field Y along a curve x in Sn is simply obtained by projecting the usual
derivative of Y , Ẏ , orthogonally onto Tx(t)S

n. Hence,

DY

dt
(t) = Ẏ (t)−

〈
Ẏ (t), x(t)

〉
x(t). (3.1)

For the particular case where Y is the velocity vector field ẋ, its covariant de-

rivative, Dẋ
dt , called covariant acceleration and denoted by D2x

dt2 , is simply given
by

D2x

dt2
= ẍ−

〈
ẍ, x

〉
x.

According to the above characterization of the covariant acceleration and to the
definition of geodesics given in Section 2, one concludes that a smooth curve x is a
geodesic on Sn if and only if ẍ−

〈
ẍ, x

〉
x = 0.

4. The Herglotz variational problem on Sn

The generalized Herglotz variational problem on Sn can be easily adapted from
problem (PV ) if one replaces the Riemannian manifold M by the Euclidean sphere
Sn.

Since Sn is naturally embedded in the Euclidean space Rn+1, the proposed
problem can be seen as a constrained optimization problem on the Euclidean space
Rn+1, if one looks to the trajectory x as a curve in Rn+1 satisfying the constraint〈

x(t), x(t)
〉

= 1, ∀t ∈ [0, T ]. (4.1)

In what follows, when there is no possibility of ambiguity, we sometimes suppress
arguments of the functions.

Theorem 4.1. If (x, z) is a solution of problem (PV ) with M = Sn, then it satisfies
the generalized Euler-Lagrange equation

∂L

∂x
− d

dt

(∂L
∂ẋ

)
+
∂L

∂z

∂L

∂ẋ
−
〈∂L
∂x
− d

dt

(∂L
∂ẋ

)
+
∂L

∂z

∂L

∂ẋ
, x
〉
x = 0. (4.2)
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Proof. Suppose that (x, z) is a solution of problem (PV ) with M = Sn and let

h ∈ C2([0, T ],Rn+1) be such that h(0) = h(T ) = 0 and ḣ(0) = 0. In order to find
first-order necessary conditions for the optimization problem, let us consider the
functional defined by

J(t, x(t), ẋ(t), z(t), λ(t), µ(t))

= z(T ) + λ(t)
(
ż(t)− L

(
t, x(t), ẋ(t), z(t)

))
+ µ(t)

(〈
x(t), x(t)

〉
− 1
)
,

where the scalar functions λ and µ are Lagrange multipliers.
Let us introduce the following notation for the first variation of z:

ξ(t) =
d

dε
z
(
t, x(t) + εh(t), ẋ(t) + εḣ(t)

)∣∣∣∣
ε=0

.

Note that since h(0) = ḣ(0) = 0, then ξ(0) = 0. Moreover, since (x, z) is a solution

of problem (PV ), we have z
(
T, x(T ) + εh(T ), ẋ(T ) + εḣ(T )

)
≥ z(T, x(T ), ẋ(T )) and

then ξ(T ) = 0. Furthermore, we have

ξ̇(t) =
d

dε
L
(
t, x(t) + εh(t), ẋ(t) + εḣ(t), z(t)

)∣∣∣∣
ε=0

.

Note that

d

dε
J(t, x+ εh, ẋ+ εḣ, z, λ, µ)

∣∣∣∣
ε=0

= ξ(T ) + λ
(dξ
dt
−
〈∂L
∂x

, h
〉
−
〈∂L
∂ẋ

, ḣ
〉
− ∂L

∂z
ξ
)

+ 2µ
〈
x, h

〉
.

Since λ 6= 01 and using the fact that ξ(T ) = 0, the first–order necessary optimization
condition

d

dε
J
(
t, x+ εh, ẋ+ εḣ, z, λ, µ

)∣∣∣∣
ε=0

= 0

is equivalent to

dξ

dt
− ∂L

∂z
ξ =

〈∂L
∂x

, h
〉

+
〈∂L
∂ẋ

, ḣ
〉
− 2

µ

λ

〈
x, h

〉
,

which is a first-order linear differential equation. Multiplying both members of the
above equation by

I(t) = e−
∫ t
0

∂L
∂z dτ ,

we get

d

dt

(
I(t)ξ(t)

)
= I(t)

(〈∂L
∂x

, h
〉

+
〈∂L
∂ẋ

, ḣ
〉
− 2

µ

λ

〈
x, h

〉)
.

Integrating both sides of the equation from 0 to t, one gets

I(t)ξ(t)−ξ(0) =

∫ t

0

I(τ)
〈∂L
∂x
− d

dτ

(∂L
∂ẋ

)
+
∂L

∂z

∂L

∂ẋ
−2

µ

λ
x, h

〉
dτ+

〈
I(τ)

∂L

∂ẋ
, h
〉∣∣∣t

0
.

Now, evaluating the above equation for t = T and taking into account that ξ(0) =
ξ(T ) = h(0) = h(T ) = 0, it follows that∫ T

0

I(τ)
〈∂L
∂x
− d

dτ

(∂L
∂ẋ

)
+
∂L

∂z

∂L

∂ẋ
− 2

µ

λ
x, h

〉
dτ = 0. (4.3)

1If λ(t) = 0 for some t ∈ [0, T ], then one must have µ(t) = 0 or x(t) = 0, which none of them

makes sense.
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Since the above condition has to be fulfilled for all curves h and since I is a positive
real function, condition (4.3) is equivalent to

∂L

∂x
− d

dt

(∂L
∂ẋ

)
+
∂L

∂z

∂L

∂ẋ
− 2

µ

λ
x = 0. (4.4)

In order to find the scalar function µ
λ , take the inner product of the above with

x and use the fact that 〈x, x〉 = 1 to conclude that

µ

λ
=

1

2

〈∂L
∂x
− d

dt

(∂L
∂ẋ

)
+
∂L

∂z

∂L

∂ẋ
, x
〉
. (4.5)

The result now follows inserting (4.5) into (4.4). �

Remark. Note that the generalized Euler-Lagrange equation for the Herglotz prob-
lem (PV ) defined on the Euclidean sphere Sn means that the projection of the vector
field on the left hand side of (1.2) on TxS

n must vanish.

Observe that, by (3.1), the generalized Euler-Lagrange (4.2) can be written in
the following form:

D

dt

(∂L
∂ẋ

)
− ∂L

∂x
− ∂L

∂z

∂L

∂ẋ
+
〈∂L
∂z

∂L

∂ẋ
+
∂L

∂x
, x
〉
x = 0. (4.6)

Corollary 4.2. The Euler-Lagrange equation for the classical variational problem

min
x∈C2([0,T ],Sn)

∫ T

0

L(t, x(t), ẋ(t)) dt

is
D

dt

(∂L
∂ẋ

)
− ∂L

∂x
+
〈∂L
∂x

, x
〉
x = 0.

Proof. The Euler-Lagrange equation for the classical variational problem is simply

obtained by considering
∂L

∂z
= 0 in the generalized Euler-Lagrange equation (4.6).

�

Example 1. The particular case of geodesics on Sn.
It is well known that geodesics on a Riemannian manifold are locally the shortest
paths between points. Therefore, their expressions can be found by minimizing the
arc length of a curve using the calculus of variations. For the case of the Euclidean
sphere Sn endowed with the metric induced by the usual inner product in Rn+1,
geodesics are obtained by minimizing the functional

E(x) =
1

2

∫ T

0

〈
ẋ, ẋ

〉
dt,

subject to boundary conditions x(0) = x0 and x(T ) = xT , where cos−1
〈
x0, xT

〉
∈]

0, π
[
. This problem is just a particular case of the Herglotz problem considered

above, with Lagrangian

L(t, x, ẋ, z) =
1

2

〈
ẋ, ẋ

〉
.

Notice that in this case,
∂L

∂x
=
∂L

∂z
= 0 and

∂L

∂ẋ
= ẋ. Therefore, the Euler-Lagrange

equation (4.2) for this particular case is simply given by

ẍ−
〈
ẍ, x

〉
x = 0.
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The solution of the problem is indeed a geodesic on Sn that can be written explicitly
as

x(t) = x0
sin
(
(T − t)α

)
sin(Tα)

+ xT
sin(tα)

sin(Tα)
,

where α = cos−1
〈
x0, xT

〉
(see [11]).

5. Optimal control viewpoint

The generalized Herglotz problem on the unit n−sphere defined in Section 4 can
be formulated in a perspective of optimal control by the following:

Problem (PC): Determine the control bundle u ∈ C1([0, T ], TSn)
that minimizes the value of the functional z(T ):

min
u

z(T ),

where the trajectory x ∈ C2([0, T ], Sn) associated to u and the
trajectory z ∈ C1([0, T ],R) satisfy the control system

ẋ(t) = u(t)

ż(t) = L(t, x(t), u(t), z(t)),

subject to the initial condition

z(0) = z0

and boundary conditions

x(0) = x0 and x(T ) = xT ,

for some x0, xT ∈ Sn, z0, T ∈ R.

From a geometric point of view, the state space of the control problem is Sn×R
and the control bundle is the tangent bundle TSn.

Analogously to what has been done in the variational approach, one will look at
the above optimal control problem as a pure constrained optimal control problem
in the Euclidean space Rn+1 subject to (4.1):

Problem (P̄C): Determine the control u ∈ C1([0, T ],Rn+1) that
minimizes the value of the functional z(T ):

min
u

z(T ),

where the trajectory x ∈ C2([0, T ],Rn+1) associated to u and the
trajectory z ∈ C1([0, T ],R) satisfy the control system

ẋ(t) = u(t)

ż(t) = L(t, x(t), u(t), z(t)),
(5.1)

subject to the initial condition

z(0) = z0,

the boundary conditions

x(0) = x0 and x(T ) = xT

and the constraint 〈
x(t), x(t)

〉
= 1, ∀t ∈ [0, T ],
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for some x0, xT ∈ Sn, z0, T ∈ R.

Note that condition
〈
u(t), x(t)

〉
= 0, ∀t ∈ [0, T ], is a control constraint that

comes naturally from the pure state constraint and the control system considered.

In this case, the total Hamiltonian is defined by

H(t, x, u, z, px, pz, λ) = 〈px, u〉+ pzL(t, x, u, z) + λ(〈x, x〉 − 1), (5.2)

where x, u, px ∈ Rn+1 and z, pz, λ ∈ R.

Theorem 5.1. If u is a solution of problem (P̄C) and (x, z) is the associated
optimal state trajectory, then there exist a trajectory λ ∈ C1([0, T ],R) and a costate
trajectory (px, pz) ∈ C1([0, T ],Rn+1 × R) such that

ẋ = u

ż = L(t, x, u, z)
(5.3)

and

ṗx = −pz
∂L

∂x
− 2λx

ṗz = −pz
∂L

∂z
.

(5.4)

Moreover,

〈x, x〉 − 1 = 0,

px + pz
∂L

∂u
= 0 (5.5)

and it is also satisfied the transversality condition

pz(T ) = −1. (5.6)

Proof. Equations (5.3) are the control system (5.1) of the problem which are obvi-
ously satisfied by the optimal trajectory of the problem.

Let us augment the functional z(T ) by the dynamical constraints, using the
costate trajectories px, pz and λ, in the following way:

J(u) = z(T ) +

∫ T

0

[
〈px, ẋ− u〉+ pz

[
ż − L(t, x, u, z)

]
− λ[〈x, x〉 − 1]

]
dt

= z(T ) +

∫ T

0

[
−〈px, u〉 − pzL(t, x, u, z)− λ(〈x, x〉 − 1)

]
dt

+

∫ T

0

(
〈px, ẋ〉+ pz ż

)
dt

= z(T )−
∫ T

0

H(t, x, u, z, px, pz, λ) dt+

∫ T

0

(
〈px, ẋ〉+ pz ż

)
dt.

Let us consider admissible variations of x, z, u and λ, that is

x+ εδx, z + εδz, u+ εδu and λ+ εδλ,

where ε is a real parameter and δx ∈ C2([0, T ],Rn+1), δu ∈ C1([0, T ],Rn+1) and
δz, δλ ∈ C1([0, T ],R) are such that δx(0) = δx(T ) = δz(0) = 0. The first variation
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of J is given by

δJ = δz(T )−
∫ T

0

[〈∂H
∂x

, δx
〉

+
〈∂H
∂u

, δu
〉

+
∂H

∂z
δz +

∂H

∂λ
δλ
]
dt

+

∫ T

0

(〈
px,

d(δx)

dt

〉
+ pz

d(δz)

dt

)
dt.

Integrating by parts,

δJ = −
∫ T

0

[〈∂H
∂x

, δx
〉

+
〈∂H
∂u

, δu
〉

+
∂H

∂z
δz +

∂H

∂λ
δλ
]
dt

−
∫ T

0

(
〈ṗx, δx〉+ ṗzδz

)
dt+ pz(T )δz(T ) + δz(T )

= −
∫ T

0

[〈∂H
∂x

+ ṗx, δx
〉

+
(∂H
∂z

+ ṗz

)
δz +

∂H

∂λ
δλ
]
dt

−
∫ T

0

〈∂H
∂u

, δu
〉
dt+

[
pz(T ) + 1

]
δz(T ).

The first-order necessary conditions for optimality are obtained from δJ = 0, for
all variations of x, z, u and λ. Choosing adequate variations, one gets

ṗx = −∂H
∂x

ṗz = −∂H
∂z

0 =
∂H

∂λ
,

the transversality condition pz(T ) + 1 = 0 and the optimality condition
∂H

∂u
= 0.

Now, from the expression of the Hamiltonian (5.2), the result follows. �

The equations (5.3)-(5.4) are called Hamiltonian equations. Let us now deduce
the Euler-Lagrange equation derived in Theorem 4.1 from the necessary conditions
of optimality described in Theorem 5.1.

From differentiating (5.5) with respect to t, one has

ṗx + ṗz
∂L

∂u
+ pz

d

dt

∂L

∂u
= 0. (5.7)

Now plugging (5.4) into (5.7), one gets

−pz
∂L

∂x
− 2λx− pz

∂L

∂z

∂L

∂u
+ pz

d

dt

∂L

∂u
= 0. (5.8)

Take now the inner product of the above equality with x to obtain

−pz〈
∂L

∂x
, x〉 − pz〈

∂L

∂z

∂L

∂u
, x〉+ pz〈

d

dt

∂L

∂u
, x〉 = 2λ. (5.9)

Finally, inserting (5.9) into (5.8), we end up with

−pz
∂L

∂x
+ pz〈

∂L

∂x
, x〉x− pz

∂L

∂z

∂L

∂u
+ pz〈

∂L

∂z

∂L

∂u
, x〉x+ pz

d

dt

∂L

∂u
− pz〈

d

dt

∂L

∂u
, x〉x = 0,
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which, using (5.6), implies that

d

dt

∂L

∂u
− ∂L

∂x
− ∂L

∂z

∂L

∂u
−
〈 d
dt

∂L

∂u
− ∂L

∂x
− ∂L

∂z

∂L

∂u
, x
〉
x = 0.

This equation is equivalent to the Euler-Lagrange equation (4.2) since u = ẋ.

Without loss of generality, the regularity conditions considered here can be re-
laxed by adapting some conclusions to that situation.

There are many different ways of addressing an optimal control problem with
pure state constraints. We recommend the reader to go through, for example,
references [1, 10], for more details about the subject.

6. Concluding Remarks

We formulated the generalized variational problem of Herglotz on the Euclidean
unit n−sphere Sn as a constrained variational problem in the embedding space
Rn+1. The correspondent Euler–Lagrange equation has been derived in Theorem
4.1. Moreover, an alternative approach to formulate the variational problem of
Herglotz on Sn in terms of optimal control has been provided in Section 5. We
have proven that the Euler–Lagrange equation can be easily obtained from the
Hamiltonian equations stated in Theorem 5.1. We also noticed that the referred
Euler–Lagrange equation can be interpreted in terms of a projection on the tangent
space of Sn at a certain point of a vector field emanating from the Euler–Lagrange
equation of the classical variational problem of Herglotz in Rn+1. This is certainly
not the case when one considers the generalized variational problem of Herglotz
involving higher order covariant derivatives on Sn. This topic is currently under
investigation by the authors.
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