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A GENERAL AND OPTIMAL DECAY RESULT FOR A

VISCOELASTIC EQUATION WITH A STRONG TIME

DEPENDENT DELAY

HAMDAN AL SULAIMANI, KHALEEL ANAYA, CYRIL DENNIS ENYI, SOH EDWIN
MUKIAWA

Abstract. In this paper, we establish an optimal and general decay result
for the energy of a viscoelastic equation exhibiting a strong time-dependent
delay. This is achieved by considering a minimal condition on the relaxation
function g. The exponential and polynomial decay rates are obtained as special
cases.The theoretical computations are supported with a numerical analysis of
the problem under consideration. This work extends and generalizes some

recent results in the literature.

1. Introduction

In this work, we consider the following problem






utt −∆u+

∫ t

0

g(t− s)∆u(s)ds− µ1∆ut − µ2∆ut(·, t− τ(t)) = 0,

in Ω× (0,+∞),

u|
∂Ω

= 0, u|
t=0

= u0, ut|t=0
= u1,

ut(x, t) = f0(x, t), t ∈ [−τ(0), 0), x ∈ Ω,

(1.1)

where Ω is a bounded domain of Rn, n ≥ 1, with a smooth boundary ∂Ω, µ1, µ2 are
constants, τ(t) > 0 is the time-dependent delay and g is the relaxation function to
be specified. In the past decade, various researchers have studied the effect of delay
damping in the wave equation. For instance, Nacaise and Pignotti [17] considered
the following delay equation with internal feedback

utt −∆u+ a(x)[µ1ut + µ2ut(t− τ)] = 0 (1.2)

and established an exponential decay result when 0 < µ2 < µ1. Nacaise and Pignotti
[18, 19] investigated an abstract evolution equation and established similar results
as in [17]. Kafini et al. [10] looked at the nonlinear wave equation

utt +Au+G(ut) + µG(ut(t− τ)) = F (u) (1.3)

and proved that under suitable conditions, solutions blow up in finite time. For
wave equation with strong delay, Messaoudi et al. [15] considered

utt −∆u− µ1∆ut − µ2∆ut(t− τ) = 0 (1.4)
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and established a well posedness and exponential stability result. Liu [12] looked
at the time-dependent delay equation

utt −∆u+

∫ t

0

g(t− s)∆u(s)ds+ µ1ut + µ2ut(t− τ(t)) = 0 (1.5)

and proved a general decay result when |µ2| <
√
1− dµ1. The decay result in

[12] was improved by Dia and Yang [5] under weaker conditions on the relaxation
function. Kirane and Said- Houari [11] investigated the delay equation

utt −∆u+

∫ t

0

g(t− s)∆u(s)ds+ µ1ut + µ2ut(t− τ) = 0 (1.6)

and established the well-posedness as well as a general decay estimate when 0 <
µ2 ≤ µ1. In [9], Feng investigated a wave equation similar to (1.6), however with
strong time dependent delay term and viscoelastic memory, that is

utt −∆u+

∫ t

0

g(t− s)∆u(s)ds+ µ1∆ut + µ2∆ut(t− τ(t)) = 0. (1.7)

The well posedness of equation (1.7) was established, furthermore, an exponential
stability result for the associated energy functional was proved, under the assump-
tion that |µ2| <

√
1− dµ1 holds. Benaissa et al.[3] studied the delay equation

utt −∆u+

∫ t

0

h(t− s)∆u(s)ds+ µ1g1(ut) + µ2g2(ut(t− τ)) = 0 (1.8)

and proved the well-posedness in addition to a general decay result for the cor-
responding energy functional. Liu and Zhang [14] looked at the nonlinear wave
equation with infinite memory and delay

utt − α∆u+

∫ t

−∞

µ(t− s)∆u(s)ds+ µ1ut + µ2ut(t− τ) + f(u) = h (1.9)

and established the well-posedness without any restrictions on µ1 and µ2. Moreover,
they showed that the energy functional decay exponentially when 0 < |µ2| < µ1.
Alabau-Boussouira et al. [1] studied the nonlinear wave equation

utt −∆u+

∫ +∞

0

g(s)∆u(t− s)ds+ kut(t− τ) = 0 (1.10)

and proved that the equation is exponentially stable for k small enough. For more
related results concerning the wave equation with a weak time delay term under
appropriate assumption on µ1 and µ2, we refer the reader to Mukiawa [7], Enyi and
Mukiawa [8], Benaissa et al. [4], Datko et al.[6], Liu [13], Nicaise and Valein [20, 21]
and references therein.

Remark. The problem (1.1) we considered in this paper is an improvement and
generalization over the problem (1.7) of Feng [9]. This is obvious because if in
particular, we take M to be the identity map in our assumption (A2) (2.3) for
the kernel g in the finite memory term, we get the assumption (1.2) of Feng [9].
Furthermore, we have presented a numerical analysis of the problem to validate our
theoretical analysis, this was also lacking in the work of Feng [9].

This work is organized as follows: In Section 2, we set the problem and state some
basic assumptions. In Section 3, we present some strategic lemmas needed. Again,
in section 4 we state and prove our main results. Also, section 5 is devoted to giving
numerical results concerning our considered problem. Finally, in section 6 we give
a conclusion statement.
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2. Setting of the problem

We consider the following problem






utt −∆u+

∫ t

0

g(t− s)∆u(s)ds− µ1∆ut − µ2∆ut(·, t− τ(t)) = 0,

in Ω× (0,+∞),

u|
∂Ω

= 0, u|
t=0

= u0, ut|t=0
= u1,

ut(x, t) = f0(x, t), t ∈ [−τ(0), 0), x ∈ Ω,

(2.1)

where Ω is a bounded domain of Rn, n ≥ 1, with smooth boundary ∂Ω.

Assumptions:

(A1) The relaxation function g : [0,∞) → (0,∞) is a C1 increasing function and
satisfies

g(0) > 0, 1−
∫

∞

0

g(s)ds = l > 0. (2.2)

(A2) There exists a C1−function M : [0,∞) → (0,∞), which is either linear or
is a strictly increasing and strictly convex C2 function on [0, α], α > 0,
α ≤ g(0), with M(0) =M ′(0) = 0, such that

g′(t) ≤ −ξ(t)M(g(t)), ∀t ≥ 0, (2.3)

where ξ is a positive nonincreasing differentiable function.
(A3) There exist τ0, τ1 > 0 such that

0 < τ0 ≤ τ(t) ≤ τ1, ∀t > 0, (2.4)

(A4)
τ(t) ∈W 2,∞(0, T ) and τ ′(t) ≤ d < 1, ∀t, T > 0. (2.5)

We can deduce from (A1) and (A2) the following:

(I) From (A1), it follows that lim
t→∞

g(t) = 0. Thus, there exists t0 ≥ 0 large

enough, such that

g(t0) = α and g(t0) ≤ α, ∀t ≥ t0. (2.6)

(II) Since g and ξ are positive, nonincreasing and continuous functions, in ad-
dition to M being a positive continuous function, it follows that, for all
t ∈ [0, t0],

0 < g(t0) ≤ g(t) ≤ g(0)

0 < ξ(t0) ≤ ξ(t) ≤ ξ(0)

}

⇒ a ≤ ξ(t)M(g(t)) ≤ b

for some positive constants a and b. Hence,

g′(t) ≤ −ξ(t)M(g(t)) ≤ − a

g(0)
g(0) ≤ − a

g(0)
g(t), ∀t ∈ [0, t0]. (2.7)

(III) M has an extension M , which is a strictly increasing and strictly convex
C2 function on (0,∞). As an example, given that M(α) = a1, M

′(α) = a2
and M ′′(α) = a3, then we can define M by

M(t) =
a3
2
t2 + (a2 − a3α)t+

(

a1 +
a3
2
α2 − a2α

)

, ∀t > α. (2.8)

We will as well make use of the Jensen’s inequality:

Given that G is a convex function on [a, b], f : Ω → [a, b] and h are integrable
functions on Ω, h(x) ≥ 0, and

∫

Ω
h(x)dx = ̺ > 0, then

G

[
1

̺

∫

Ω

f(x)h(x)dx

]

≤ 1

̺

∫

Ω

G[f(x)]h(x)dx.
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We have the following well-possedness result, which is obtained by using the Clas-
sical Faedo-Galerkin method, see , e.g [15].

Theorem 2.1. Assume that µ2 ≤ µ1 and assumptions (A1)-(A4) hold. If (u0, u1) ∈
H1

0 (Ω) × L2(Ω) and f0 ∈ H1(Ω × (−τ(0), 0)), then (2.1) possesses a unique weak
solution (u, ut) ∈ C([0,+∞), H1

0 (Ω)× L2(Ω)).

3. Strategic lemmas

For convenience, we will denote the norm ‖ · ‖2 of the Lebesgue space L2(Ω) by
‖ · ‖. The constants c > 0 and C > 0 are generic constants which may change
in value from one line to the other or within the same line. We define the energy
functional of problem (2.1) as

E(t) =
1

2
‖ut‖2 +

1

2

(

1−
∫ t

0

g(s)ds

)

‖∇u(t)‖2 + 1

2
(g ◦ ∇u)

+
ζ

2

∫ t

t−τ(t)

∫

Ω

e−λ(t−s)‖∇ut(s)‖2dxds,
(3.1)

where ζ, λ > 0 are constants satisfying, (see [9, 18])

µ2
2e

λτ1

µ1(1− d)
< ζ < µ1. (3.2)

and

0 < λ <
2

τ1
loge

(
µ1

|µ2|
√
1− d

)

, (3.3)

while

(g ◦ v)(t) =
∫

Ω

∫ t

0

g(t− s)|v(t)− v(s)|2dsdx.

Lemma 3.1. Assume that |µ2| < µ1

√
1− d, then the energy functional satisfies,

along with the solution of Problem (2.1), the inequality

E′(t) ≤ 1

2
(g′ ◦ ∇u)− 1

2
g(t)‖∇u‖2 +

(
ζ

2
− µ1

2

)

‖∇ut‖2

+

[
µ2
2

2µ1
− ζ

2
e−λτ1(1 − d)

]

‖∇ut(t− τ(t))‖2

− λζ

2

∫ t

t−τ(t)

∫

Ω

e−λ(t−s)‖∇ut(s)‖2dxds ≤ 0, ∀t ≥ 0. (3.4)

Proof. Differentiating the energy functional, we have

E′(t) =

∫

Ω

ututtdx+
1

2

d

dt

[(

1−
∫ t

0

g(s)ds

)∫

Ω

|∇u(t)|2dx
]

+
1

2

d

dt
(g ◦ ∇u)

+
ζ

2
‖∇ut‖2 −

ζ

2
e−λτ(t)(1− τ ′(t))‖∇ut(t− τ(t))‖2

− λζ

2

∫ t

t−τ(t)

∫

Ω

e−λ(t−s)‖∇ut(s)‖2dxds. (3.5)

Also, multiplying (2.1)1 by ut and integrating over Ω yields
∫

Ω

ututtdx+
1

2

d

dt

[(

1−
∫ t

0

g(s)ds

)∫

Ω

|∇u(t)|2dx
]

+
1

2

d

dt
(g ◦ ∇u)

=
1

2
(g′ ◦ ∇u)− 1

2
g(t)

∫

Ω

|∇u(t)|2dx− µ1

∫

Ω

|∇ut(t)|2

− µ2

∫

Ω

∇ut(t) · ∇ut(t− τ(t))dx. (3.6)
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By Young’s inequality, we have

− µ2

∫

Ω

∇ut(t) · ∇ut(t− τ(t))dx ≤ µ1

2
‖∇ut‖2 +

µ2
2

2µ1
‖∇u(t− τ(t))‖2. (3.7)

Now, substituting (3.6) into (3.5), then making use of (3.7), assumptions (A3) and
(A4), we obtain

E′(t) ≤ 1

2
(g′ ◦ ∇u)− 1

2
g(t)‖∇u‖2 +

(
ζ

2
− µ1

2

)

‖∇ut‖2

+

[
µ2
2

2µ1
− ζ

2
e−λτ1(1 − d)

]

‖∇ut(t− τ(t))‖2

− λζ

2

∫ t

t−τ(t)

∫

Ω

e−λ(t−s)‖∇ut(s)‖2dxds. (3.8)

Therefore (3.4) follows from (3.8) and (3.2). �

Lemma 3.2. Let u be the solution of Problem (2.1). The functional defined by

Φ(t) =

∫

Ω

uutdx, (3.9)

satisfies

Φ′(t) ≤− l

2
‖∇u‖2 + ‖ut‖2 +

3µ1

2l
‖∇ut‖2 +

3µ2

2l
‖∇ut(t− τ(t))‖2

+
3Cκ

2l
(η ◦ ∇u)(t),

(3.10)

for any κ ∈ (0, 1), where

Cκ =

∫
∞

0

g2(s)

κg(s)− g′(s)
ds and η(t) = κg(t)− g′(t). (3.11)

Proof. From (3.9), by taking into account (2.1)1, (2.2) and Young’s inequality, we
obtain

Φ′(t) =‖ut‖2 − ‖∇u‖2 −
∫

Ω

u

(∫ t

0

g(t− s)∆u(s)ds

)

dx− µ1

∫

Ω

∇u · ∇utdx

− µ2

∫

Ω

∇u · ∇ut(t− τ(t))dx

=‖ut‖2 −
(

1−
∫ t

0

g(s)ds

)

‖∇u‖2 +
∫

Ω

∇u ·
(∫ t

0

g(t− s)(∇u(s) −∇u(t))ds
)

dx

− µ1

∫

Ω

∇u · ∇utdx− µ2

∫

Ω

∇u · ∇ut(t− τ(t))dx

≤− l

2
‖∇u‖2 + ‖ut‖2 +

3µ1

2l
‖∇ut‖2 +

3µ2

2l
‖∇ut(t− τ(t))‖2

+
3

2l

∫

Ω

(∫ t

0

g(t− s)|∇u(s)−∇u(t)|ds
)2

dx. (3.12)

Now, using Cauchy-Schwarz inequality, we obtain
∫

Ω

(∫ t

0

g(t− s)|∇u(s)−∇u(t)|ds
)2

dx

=

∫

Ω

(
∫ t

0

g(t− s)
√

κg(t− s)− g′(t− s)

√

κg(t− s)− g′(t− s)|∇u(s)−∇u(t)|ds
)2

dx

≤
(∫ t

0

g2(s)

κg(s)− g′(s)
ds

)∫

Ω

∫ t

0

(

κg(t− s)− g′(t− s)

)

|∇u(s)−∇u(t)|2dsdx

≤ Cκ(η ◦ ∇u)(t). (3.13)
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Substituting (3.13) into (3.12), we get (3.10). �

Lemma 3.3. Let u be the solution of Problem (2.1). The functional defined by

Ψ(t) = −
∫

Ω

ut

∫ t

0

g(t− s)(u(t)− u(s))dsdx, (3.14)

satisfies

Ψ′(t) ≤−
(∫ t

0

g(s)− σ

)

‖ut‖2 + σ‖∇u‖2 + σ‖∇ut‖2 + σ‖∇ut(t− τ(t))‖2

+
C0

σ
(Cκ + 1)(η ◦ ∇u)(t),

(3.15)

for any σ ∈ (0, 1).

Proof. Using (2.1)1 and integration by parts, we obtain

Ψ′(t) =

(

1−
∫ t

0

g(s)ds

)∫

Ω

∇u ·
(∫ t

0

g(t− s)
(
∇u(t)−∇u(s)

)
ds

)

dx

︸ ︷︷ ︸

I1

+

∫

Ω

(∫ t

0

g(t− s)
(
∇u(t)−∇u(s)

)
ds

)2

ds

︸ ︷︷ ︸

I2

−
(∫ t

0

g(s)ds

)∫

Ω

u2tdx

+ µ1

∫

Ω

∇ut ·
(∫ t

0

g(t− s)
(
∇u(t)−∇u(s)

)
ds

)

︸ ︷︷ ︸

I3

+ µ2

∫

Ω

∇ut(t− τ(t)) ·
(∫ t

0

g(t− s)
(
∇u(t)−∇u(s)

)
ds

)

dx

︸ ︷︷ ︸

I4

−
∫

Ω

ut

(∫ t

0

g′(t− s)
(
u(t)− u(s)

)
ds

)

dx

︸ ︷︷ ︸

I5

.

(3.16)
Using Young’s inequality, Poincaré’s inequality, Cauchy-Schwatz inequality and sim-
ilar calculations as in (3.13), we estimate the terms I1 − I5 as follows:

I1 ≤σ‖∇u‖2 + Cκ

4σ
(η ◦ ∇u)(t)

I2 ≤Cκ(η ◦ ∇u)(t)

I3 ≤σ‖∇ut‖2 +
µ2
1

4σ
Cκ(η ◦ ∇u)(t)

I4 ≤σ‖∇ut(t− τ(t))‖2 + µ2
2

4σ
Cκ(η ◦ ∇u)(t)

I5 =

∫

Ω

ut

∫ t

0

η(t− s)
(
u(t)− u(s)

)
dsdx−

∫

Ω

ut

∫ t

0

κg(t− s)
(
u(t)− u(s)

)
dsdx

≤σ‖ut‖2 +

(∫ t

0 η(s)ds
)

σ
(η ◦ ∇u)(t) + κ2

2σ
Cκ(η ◦ ∇u)(t)

≤σ‖ut‖2 +
c

σ
(η ◦ ∇u)(t) + c

σ
Cκ(η ◦ ∇u)(t).
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Now, making use of the estimates above on I1 − I5, (3.16) yields

Ψ′(t) ≤−
(∫ t

0

g(s)ds− σ

)

‖ut‖2 + σ‖∇u‖2 + σ‖∇ut‖2 + σ‖∇ut(t− τ(t))‖2

+
1

σ

[
Cκ

4
+ σCκ +

µ2
1Cκ

4
+
µ2
2Cκ

4
+ c(1 + Cκ)

]

(η ◦ ∇u)(t).
(3.17)

Estimate (3.15) follows from (3.17), where C0 ≥ max

{
1

4
, σ,

µ2
1

4
,
µ2
2

4
, c

}

. �

Lemma 3.4. Let u be the solution of Problem (2.1). The functional defined by

Θ(t) =

∫

Ω

∫ t

0

h(t− s)|∇u(s)|2dsdx, (3.18)

where h(t) =
∫
∞

t
g(s)ds satisfies

Θ′(t) ≤ −3

4
(g ◦ ∇u)(t) + 5(1− l)‖∇u‖2. (3.19)

Proof. We notice that h′(t) = −g(t), therefore

Θ′(t) =h(0)

∫

Ω

|∇u|2dx−
∫

Ω

∫ t

0

g(t− s)|∇u(s)|2dsdx

≤h(0)‖∇u‖2 −
∫

Ω

∫ t

0

g(t− s)|∇u(s)−∇u(t)|2dsdx

− 2

∫

Ω

∇u(t) ·
∫ t

0

g(t− s)
(
∇u(s)−∇u(t)

)
dsdx. (3.20)

It follows from Young’s inequality, Cauchy-Schwatz inequality as well as (2.2), we
have






− 2

∫

Ω

∇u(t) ·
∫ t

0

g(t− s)
(
∇u(s)−∇u(t)

)
dsdx ≤ 4(1− l)‖∇u‖2 + 1

4
(g ◦ ∇u)(t),

h(0) = 1− l,

then substituting this in (3.20), we obtain (3.19). �

Lemma 3.5. Given t0 > 0. Then, the functional L defined by

L (t) := KE(t) + ε1Φ(t) + ε2Ψ(t)

with K, ε1, ε2 > 0 appropriately chosen, satisfies for all t ≥ t0,

L
′(t) ≤− 21

4
(1− l)‖∇u‖2 − 1

4
‖ut‖2 +

1

2
(g ◦ ∇u)(t)

− λζ

4κ0

∫ t

t−τ(t)

∫

Ω

e−λ(t−s)‖∇ut‖2dxds. (3.21)

In addition, there exist β1, β2 > 0 such that

β1E(t) ≤ L (t) ≤ β2E(t), (3.22)

i.e., L (t) ∼ E(t).
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Proof. We set g0 =
∫ t0

0 g(s)ds and recall that g′ = κg − η. Making use of (3.4),

(3.10) and (3.15), in addition to taking σ =
l

4ε2
, we find that for all t ≥ t0,

L
′(t) ≤−

(

ε1
l

2
− l

4

)

‖∇u‖2 −
(

ε2g0 −
l

4
− ε1

)

‖ut‖2

+

[
l

4
+ ε1

3µ1

2l
+K

(
ζ

2
− µ1

2

)]

‖∇ut‖2

+

[
l

4
+ ε1

3µ2

2l
+K

(
µ2
2

2µ1
− ζ

2
e−λτ1(1− d)

)]

‖∇ut(t− τ(t))‖2

+K
κ

2
(g ◦ ∇u)(t)−

[
K

2
− 4C0

l
ε22 − Cκ

(

ε1
3

2l
+ ε22

4C0

l

)]

(η ◦ ∇u)(t)

−K
λζ

2

∫ t

t−τ(t)

∫

Ω

e−λ(t−s)‖∇ut(s)‖2dxds. (3.23)

Now, we choose ε1 large enough so that

ε1
l

2
− l

4
>

21

4
(1 − l), (3.24)

then choose ε2 large enough so that

ε2g0 −
l

4
− ε1 >

1

4
. (3.25)

Observe that
κg2(s)

κg(s)− g′(s)
< g(s) and lim

κ→0

κg2(s)

κg(s)− g′(s)
= 0, hence by the Lebesgue

dominated convergence theorem, we have that

κCκ =

∫
∞

0

κg2(s)

κg(s)− g′(s)
ds→ 0 as κ→ 0.

Therefore, there exists κ0 ∈ (0, 1) such that for all κ < κ0, we have

κCκ <
1

2

(

ε1
3
2l + ε22

4C0

l

) .

We now choose K large enough and choose κ satisfying

K

6
− 4C0

l
ε22 > 0 and κ =

1

K
, (3.26)

which yields, on account of (3.2) and (3.3), that

l

4
+ ε1

3µ1

2l
+K

(
ζ

2
− µ1

2

)

< 0, (3.27)

l

4
+ ε1

3µ2

2l
+K

(
µ2
2

2µ1
− ζ

2
e−λτ1(1− d)

)

< 0 (3.28)

and

K

2
− 4C0

l
ε22 − Cκ

(

ε1
3

2l
+ ε22

4C0

l

)

> 0. (3.29)

Combining (3.24)-(3.29), we obtain

L
′(t) ≤− 21

4
(1− l)‖∇u‖2 − 1

4
‖ut‖2 +

1

2
(g ◦ ∇u)(t)

− λζ

4κ0

∫ t

t−τ(t)

∫

Ω

e−λ(t−s)‖∇ut(2)‖2dxds.
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Now, we establish that L ∼ E. On account of Poincarè inequality and Cauch-
Schwars inequality, we have

|L (t)−KE(t)|
≤ ε1|Φ(t)|+ ε2|Ψ(t)|

≤ c

∫

Ω

[

|∇u|2 + |ut|2 +
(∫ t

0

g(t− s)|u(t)− u(s)|ds
)2
]

dx

≤ c

∫

Ω

[

|∇u|2 + |ut|2 +
(∫ t

0

g(s)ds

)∫ t

0

g(t− s)|∇u(t)−∇u(s)|2ds
]

dx

≤ c

[(

1−
∫ t

0

g(s)ds

)∫

Ω

|∇u|2dx+

∫

Ω

|ut|2dx+ (g ◦ ∇u)(t)
]

+
cζ

2

∫ t

t−τ(t)

∫

Ω

e−λ(t−s)‖∇ut(s)‖2dxds

≤ cE(t).

Therefore, (3.22) follows immediately. �

4. Main results

Lemma 4.1. There exists β3 > 0 such that, the functional defined by

F(t) = L (t) + β3E(t),

satisfies

F ′(t) ≤ −β4E(t) +

∫ t

t0

g(s)

∫

Ω

|∇u(t)−∇u(t− s)|2dxds, ∀t ≥ t0, (4.1)

for some β4 > 0. Moreover, F ∼ E.

Proof. From (2.7) and (3.4), we deduce that for any t ≥ t0,
∫ t0

0

g(s)

∫

Ω

|∇u(t)−∇u(t− s)|2dxds

≤ −g(0)
a

∫ t

0

g′(t− s)

∫

Ω

|∇u(t)−∇u(t− s)|2dxds

≤ −β3E′(t). (4.2)

Now, from (3.21), we have

L
′(t) ≤− β4E(t) + (g ◦ ∇u)(t)

≤− β4E(t)− β3E
′(t) +

∫ t

t0

g(s)

∫

Ω

|∇u(t)−∇u(t− s)|2dxds.

Hence (4.1) follows immediately, and since L ∼ E, then F ∼ E. �

Now, we state and prove our main decay result.

Theorem 4.2. Assume that |µ2| < µ1

√
1− d. There exist constants ω1 ∈ (0, 1]

and ω2 > 0 such that the energy functional satisfies

E(t) ≤ ω2M
−1
2

(

ω1

∫ t

g−1(α)

ξ(s)ds

)

, (4.3)

where M2(t) =

∫ α

t

1

sM ′(s)
ds and M2 is convex and strictly decreasing on (0, α]. In

addition, lim
t→0

M2(t) = +∞.
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Proof. To prove Theorem 4.2, we shall adopt the method of [16] and consider two
cases.

Case 1. M is linear.

We multiply (4.1) by ξ(t), then on account of (2.3) and (3.4), we get

ξ(t)F ′(t) ≤− β4ξ(t)E(t) +

∫ t

t0

ξ(s)g(s)

∫

Ω

|∇u(t)−∇u(s)|2dxds

≤− β4ξ(t)E(t) −
∫ t

t0

g′(s)

∫

Ω

|∇u(t)−∇u(s)|2dxds

≤− β4ξ(t)E(t) −
∫ t

0

g′(s)

∫

Ω

|∇u(t)−∇u(s)|2dxds

≤− β4ξ(t)E(t) − E′(t).

Hence,
(ξF + E)′(t) ≤ −β4ξ(t)E(t), ∀t ≥ t0. (4.4)

Since ξ > 0,F > 0 and F ∼ E, there exists β5 > 0 such that

L′

1(t) ≤ −β5ξ(t)L1(t), ∀t ≥ t0, (4.5)

where L1 = ξF + E. Combining (4.4) and (4.5), there exists β6 > 0 such that,

E(t) ≤ ce
−β6

∫
t

t0
ξ(s)ds

= ω2M
−1
2

(

ω1

∫ t

t0

ξ(s)ds

)

, ∀t ≥ t0.

Case 2. M is nonlinear.

We define the functional
L(t) = L (t) + Θ(t).

Clearly, L ≥ 0, moreover by (3.19) and (3.21) there exists β7 > 0 such that

L(t) ≤− 1

4

[

(1− l)‖∇u‖2 + ‖ut‖2 + (g ◦ ∇u)(t) + λζ

κ0

∫ t

t−τ(t)

e−λ(t−s)‖∇ut(s)‖2ds
]

≤− β7E(t). (4.6)

Integrating (4.6) over (t0, t), we get

β7

∫ t

t0

E(s)ds ≤ L(t0)− L(t) ≤ L(t0),

and we deduce that ∫
∞

0

E(s)ds <∞. (4.7)

Now, we define the functional

ϕ(t) := γ

∫ t

0

∫

Ω

|∇u(t)−∇u(s)|2dxds,

and observe that on account of (4.7), we can choose 0 < γ <
1

2
∫
∞

0
E(s)ds

such

that
0 < ϕ(t) < 1, ∀t ≥ t0. (4.8)

We also define the functional

ψ(t) := −
∫ t

t0

g′(s)

∫

Ω

|∇u(t)−∇u(t− s)|2dxds.

Clearly, ψ(t) ≤ −cE′(t). Recalling that M(0) = 0 and M is strictly convex on
[0, α], r > 0, then for any ρ ∈ (0, 1) and t ∈ (0, α]

M(ρt) < ρM(t). (4.9)
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Using assumptions (A1)-(A2), (4.8), (4.9) and Jensen’s inequality, as well as (2.8),
we have

ψ(t) =
1

γϕ(t)

∫ t

t0

ϕ(t)(−g′(s))
∫

Ω

γ|∇u(t)−∇u(t− s)|2dxds

≥ 1

γϕ(t)

∫ t

t0

ϕ(t)ξ(s)M(g(s))

∫

Ω

γ|∇u(t)−∇u(t− s)|2dxds

≥ ξ(t)

γϕ(t)

∫ t

t0

M(ϕ(t)g(s))

∫

Ω

γ|∇u(t)−∇u(t− s)|2dxds

≥ξ(t)
γ
M

(
1

ϕ(t)

∫ t

t0

ϕ(t)g(s)

∫

Ω

γ|∇u(t)−∇u(t− s)|2dxds
)

=
ξ(t)

γ
M

(

γ

∫ t

t0

g(s)

∫

Ω

|∇u(t)−∇u(t− s)|2dxds
)

=
ξ(t)

γ
M

(

γ

∫ t

t0

g(s)

∫

Ω

|∇u(t)−∇u(t− s)|2dxds
)

,

where M is the extension of M , see (2.8). Therefore,

∫ t

t0

g(s)

∫

Ω

|∇u(t)−∇u(t− s)|2dxds ≤ 1

γ
M

−1
(
γψ(t)

ξ(t)

)

,

then due to (4.1), we get

F ′(t) ≤ −β4E(t) + cM
−1
(
γψ(t)

ξ(t)

)

, ∀t ≥ t0. (4.10)

Let α0 < α, and define the functional F1 by

F1(t) :=M
′

(t)

(

α0
E(t)

E(0)

)

F(t) + E(t).

Recalling that E′ ≤ 0, M
′

> 0, M
′′

> 0 as well as making use of (4.10), we obtain
that F1 ∼ E and

F
′

1(t) =M
′

(

α0
E(t)

E(0)

)

F ′(t) + α0
E′(t)

E(0)
M

′′

(

α0
E(t)

E(0)

)

F(t) + E

≤− β4E(t)M
′

(

α0
E(t)

E(0)

)

+ CM
′

(

α0
E(t)

E(0)

)

M
−1
(
γψ(t)

ξ(t)

)

+ E′(t).

(4.11)

We denote by M
⋆

the convex conjugate of M in the sense of Young. Thus,

M
⋆
(y) = y(M

′

)−1(y)−M [(M
′

)−1(y)] (4.12)

and M
⋆

satisfies the following Young inequality

pq ≤M
⋆
(p) +M(q). (4.13)

We set p =M
′

(

α0
E(t)

E(0)

)

and q =M
−1
(
γψ(t)

ξ(t)

)

, then on account of (4.11)-(4.13),

we obtain

F
′

1(t) ≤− β4E(t)M
′

(

α0
E(t)

E(0)

)

+ cM
⋆
(

M
′

(

α0
E(t)

E(0)

))

+ c
γψ(t)

ξ(t)

≤− β4E(t)M
′

(

α0
E(t)

E(0)

)

+ cα0
E(t)

E(0)
M

′

(

α0
E(t)

E(0)

)

+ c
γψ(t)

ξ(t)
. (4.14)
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Now, using (3.4) we have α0
E(t)

E(0)
< α which implies by (2.8) that

M
′

(

α0
E(t)

E(0)

)

=M ′

(

α0
E(t)

E(0)

)

.

Hence, multiplying (4.14) by ξ(t), and making use of ψ(t) ≤ −cE′(t), we get

ξ(t)F ′

1(t) ≤− β4ξ(t)E(t)M ′

(

α0
E(t)

E(0)

)

+ cα0
E(t)

E(0)
ξ(t)M ′

(

α0
E(t)

E(0)

)

+ cγψ(t).

≤− β4ξ(t)E(t)M ′

(

α0
E(t)

E(0)

)

+ cα0
E(t)

E(0)
ξ(t)M ′

(

α0
E(t)

E(0)

)

− cE′(t).

(4.15)

Again, defining F2 = ξF1 + cE, then since F1 ∼ E, there exist ̟1, ̟2 > 0 such
that

̟1F2 ≤ E(t) ≤ ̟2F2. (4.16)

Now, from (4.15) and choosing α0 <
β4E(0)

c
, there exists β8 > 0 such that for all

t ≥ t0, we have

F
′

2(t) ≤ −β8ξ(t)
(
E(t)

E(0)

)

M ′

(
E(t)

E(0)

)

= −β8ξ(t)M1

(
E(t)

E(0)

)

. (4.17)

Let

H(t) =
̟1F2(t)

E(0)
,

then recalling, from (A2), that M is strictly increasing and strictly convex on (0, α]
and that M ′

1(t) =M ′(α0t)+α0tM
′′(α0t), we deduce that M1(t),M

′

1(t) > 0. Again,
from (4.16), we obtain that

H(t) ∼ E(t). (4.18)

It follows due to (4.17) that there exists ω1 > 0, such that

H ′(t) ≤ −ω1ξ(t)M1(H(t)), ∀t ≥ t0. (4.19)

We finally define

M2(t) =

∫ α

t

1

sM ′(s)
ds,

M2 is strictly decreasing on (0, α] and lim
t→0

M2(t) = ∞. We integrate (4.19) over

(t0, t), to obtain

M2(α0H(t))−M2(α0H(t0)) =

∫ α0H(t)

α0H(t0)

1

sM ′(s)
ds ≥ ω1

∫ t

t0

ξ(s)ds,

which implies that

M2(α0H(t)) ≥ ω1

∫ t

t0

ξ(s)ds.

It follows that

H(t) ≤ 1

α0
M−1

2

(

ω1

∫ t

g−1(α)

ξ(s)ds

)

, (4.20)

hence, using (4.18) and (4.20), estimate (4.3) follows immediately. �
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5. Numerical study

In this section, we illustrate numerically the result in Theorem 4.2. We establish
a numerical scheme for our problem (2.1) using finite difference method in time and
finite element method in space.

To discretize in time, we truncate the interval (0,∞) into (0, T ] where T is large
enough. Divide [0, T ] uniformly into N subintervals with size k each and nodes
{tn}Nn=0, i.e., tn = nk for 0 ≤ n ≤ N, where k = T/N. For the grid function wn, let

δtw
n =

wn − wn−1

k
, δttw

n =
wn+1 − 2wn + wn−1

k2
.

For the spatial discretization, we choose Ω = (a, b)× (c, d) and then divide both
(a, b) (in the x-direction) and (c, d) (in the y-direction) into a family of uniform
cells. Let xi = i hx for 0 ≤ i ≤ Mx with hx = (b − a)/Mx and let yj = j hy for
0 ≤ j ≤My with hy = (d − c)/My. Then, the C2 Galerkin finite dimensional space
Sh := Shx

⊗ Shy
, where

Shx
= {v ∈ H1(a, b) : v|[xi−1,xi] ∈ P3 for 1 ≤ i ≤ Nx, with v(x)|x=a,b = 0},

where P3 is the space of polynomials of degree at most 3 in x, Shy
is defined similarly.

Usually, continuous Galerkin finite element schemes are motivated by the weak
formulation of the model problem. So, we take the inner product of (2.1) with
φ ∈ H1

0 (Ω) then using Green’s formula. This leads to

〈u′′, φ〉+〈∇u,∇φ〉−
∫ t

0

g(t−s)〈∇u(s),∇φ〉 ds+µ1〈∇u′,∇φ〉+µ2〈∇u′(t− τ(t)),∇φ〉 = 0.

(5.1)

Replacing u′(t− τ(t)) by u′(t)−
∫ t

t−τ(t)
u′′(s)ds, we have

〈u′′, φ〉+ 〈∇u,∇φ〉 −
∫ t

0

g(t− s)〈∇u(s),∇φ〉 ds+ µ1〈∇u′,∇φ〉

+ µ2

〈

∇
(

u′ −
∫ t

t−τ(t)

u′′(s)ds

)

,∇φ
〉

= 0. (5.2)

Consequently, for each t > 0, the semi-discrete finite element solution uh(t) ∈ Sh is
defined by

〈u′′h, φ〉+ 〈∇uh,∇φ〉 −
∫ t

0

g(t− s)〈∇uh(s),∇φ〉 ds+ µ1〈∇u′h,∇φ〉

+ µ2

〈

∇
(

u′h −
∫ t

t−τ(t)

u′′h(s)ds

)

,∇φ
〉

= 0. (5.3)

Our fully-discrete numerical solution Un
h approximates u(tn) is defined by

〈δttUn
h , φ〉 + 〈∇Un

h ,∇φ〉 −
∫ tn+1

0

g(tn+1 − s)〈∇Un
h (s),∇φ〉ds+ µ1〈∇δtUn

h ,∇φ〉

+ µ2

〈

∇
(

δtU
n
h −

∫ t

t−τ(t)

δttU
n
h (s)ds

)

,∇φ
〉

= 0, (5.4)

∀φ ∈ Sh, and for 1 ≤ n ≤ N − 1.
For computing purposes, we need to write our scheme in a matrix form. let

dhx := dimShx = Nx − 1 and let {φpx
}dhx

p=1 denote the basis functions of Shx
. We

define dhx × dhx matrices:

Mx =

[
∫ b

a

φqφpdx

]

and Gx =

[
∫ b

a

φ′qφ
′

pdx

]

.
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In the y-direction, we use similar notations but with y in place of x.
The (dhx × dhy)-dimensional column vector b

n is the transpose of the vector

[bn1,1, b
n
1,2, · · · , bn1,dhy

, · · · , bndhx,1, · · · , b
n
dhx,dhy

].

Therefore, through tensor products of one-dimensional C2 splines, the fully-discrete
scheme (5.4) has the following matrix representation, for 1 ≤ n ≤ N − 1,

(Mx ⊗My − µ2τ(tn)Gx ⊗Gy)b
n+1 =

(
2Mx ⊗My − k2Gx ⊗Gy − k(µ1 + µ2)Gx ⊗Gy − 2µ2τ(tn)Gx ⊗Gy

)
b
n

+k2Gx⊗Gy

n∑

j=0

gjn+1b
j+(k(µ1 + µ2)Gx ⊗Gy + µ2τ(tn)Gx ⊗Gy −Mx ⊗My)b

n−1,

with gjn+1 :=
∫ tj+1

tj
g(tn+1 − s) ds.

Therefore, at each time level tn+1, we solve a finite square linear system, where
the unknown is the column vector b

n+1.
Furthermore, from the matrix form, it is clear that our scheme (5.4) is a three-

time level scheme, so the approximate solutions U0
h and U1

h need to be determined

first, and then U j
h for 2 ≤ j ≤ N can be computed by solving the above linear system

recursively. We choose U0
h ∈ Sh to be the bicubic spline polynomial interpolates u0

at the interior nodal nodes. However, we choose U1
h ∈ Sh to be the bicubic spline

polynomial interpolates u0 + t1u1 at the interior nodal nodes.
For the computer implementation of the linear system, it is important to consider

discretization of spatial Galerkin-type integrals in the scheme. To this end, on each
cell of our two-dimensional partition, the integrals are approximated using 2-point
Gauss quadrature rule in each direction.

In our test problem, we choose Ω = (0, 1) × (0, 1), the time interval is (0, 80),
the initial data u0(x, y) = 210xy(1− x)(1− y), u1(x, y) = 0, the relaxation function
g(t) = e−t, τ(t) = 1

2e
−2t and the coefficients µ1 = 1, µ2 = 2. The spatial mesh

consists of 400 (square) cells of equal areas, while the time domain consists of 80000
subintervals. In this example, we expect that the energy decays exponentially. On
the other hand, if the relaxation function g(t) = 1

(1+t)2 , we expect that the energy

decays polynomially, which is confirmed Figuers 1–4.
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g(t)=1/(1+t)2

g(t)=e-t

Figure 1. The graphical plot of the approximated energy E(t)
against t in the interval [0, 5].
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Figure 2. The graphical plot of the approximated energy E(t)
against t in the interval [0, 10].
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Figure 3. The graphical plot of the approximated energy E(t)
against t in the interval [0, 20].
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Figure 4. The graphical plot of the approximated energy E(t)
against t in the interval [0, 50].

6. Conclusion

In the present work, we have established an exponential decay result for a wave
equation with finite memory and strong time dependent delay, with a more general
condition on the kernel in the memory term. The recent work of Feng [9] is a
particular case. We also presented numerical analysis of the problem in other to
validate our theoretical result.

Acknowledgments. The authors appreciate the continuous support of the Uni-
versity of Hafr Al Batin. The authors would like to thank the anonymous referees
for their comments that helped us improve this article.



42 H. AL SULAIMANI, K. ANAYA, C.D. ENYI, S.E. MUKIAWA

References

[1] F. Alabau-Boussouira, S. Nicaise, C. Pignotti, Exponential stability of the wave equa-

tion with memory and time delay. In: New Prospects in Direct, Inverse and Con-
trol Problems for Evolution Equations. Springer INdAM Series, vol. 10, 1–22 (2014).
https://link.springer.com/book/10.1007/978-3-319-11406-4

[2] R. O. Araújo, T. F. Ma, Y. Qin, Long-time behavior of a quasilinear viscoelastic equation with

past history, J. Diff. Eqns. 254 (2013) 4066–4087. https://doi.org/10.1016/j.jde.2013.02.010
[3] A. Benaissa, A. Benguessoum, S.A. Messaoudi, Global existence and energy de-

cay of solutions to a viscoelastic wave equation with a delay term in the non-

linear internal feedback, Int. J. Dyn. Syst. Differ. Equ. 5 1 (2014) 1–26.
https://www.inderscienceonline.com/doi/epdf/10.1504/IJDSDE.2014.067080

[4] A. Benaissa , A. Benguessoum, S.A. Messaoudi, Energy decay of solutions for a wave equation

with a constant weak delay and a weak internal feedback, Electron. J. Qual. Theory Differ.
Equ. 11 (2014) 1–13. https://doi.org/10.14232/ejqtde.2014.1.11

[5] Q. Dai, Z. Yang, Global existence and exponential decay of the solution for a vis-

coelastic wave equation with a delay, Z. Angew. Math. Phys. 65 (2014) 885–903.
https://doi.org/10.1007/s00033-013-0365-6

[6] R. Datko , J. Lagnese, M.P. Polis, An example on the effect of time delays in bound-

ary feedback stabilization of wave equations SIAM J. Control Optim. 24 (1986) 152–156.
https://doi.org/10.1137/0324007

[7] S.E. Mukiawa, Decay Result for a Delay Viscoelastic Plate Equation, Bull. Braz. Math. Soc.
New Series 51 (2020) 333–356. https://doi.org/10.1007/s00574-019-00155-y

[8] C.D. Enyi, S.E. Mukiawa, Decay estimate for a viscoelastic plate equation with strong time-

varying delay, Ann Univ Ferrara 66 (2020) 339–357. https://doi.org/10.1007/s11565-020-
00346-2

[9] B. Feng, General decay for a viscoelastic wave equation with strong time-dependent delay,
Boundary value problems 57 1 (2017). https://doi.org/10.1186/s13661-017-0789-6

[10] M. Kafini, S.A. Messaoudi, S. Nicaise, A blow-up result in a nonlinear abstract

evolution system with delay, NoDEA Nonlinear Differ. Equ. Appl. 23 13 (2016).
https://doi.org/10.1007/s00030-016-0371-4.

[11] M. Kirane, B. Saud-Houari, Existence and asymptotic stability of a viscoelastic wave equation

with a delay, Z. Angew. Math. Phys. 62 (2011) 1065–1082. https://doi.org/10.1007/s00033-
011-0145-0

[12] W.J. Liu, General decay of the solution for viscoelastic wave equation with a time-

varying delay term in the internal feedback, J. Math. Phys. 54 043504 (2013).
https://doi.org/10.1063/1.4799929

[13] W.J. Liu, General decay rate estimate for the energy of a weak viscoelastic equa-

tion with an internal time-varying delay term, Taiwan. J. Math. 17 (2013) 2101–2115.
https://doi.org/10.11650/tjm.17.2013.2968

[14] G. Liu, H. Zhang, Well-posedness for a class of wave equation with past history and a delay,
Z. Angew. Math. Phys. 67 6 (2016). https://doi.org/10.1007/s00033-015-0593-z

[15] S.A. Messaoudi, A. Fareh, N. Doudi, Well posedness and exponential stability in a wave

equation with a strong damping and a strong delay, J. Math. Phys. 57 111501 (2016).
https://doi.org/10.1063/1.4966551

[16] M. I. Mustafa, Optimal decay rates for the viscoelastic wave equation, Math. Meth. Appl. Sci.
41 (2018) 192–204. https://doi.org/10.1002/mma.4604

[17] S. Nicaise, C. Pignotti, Stability and instability results of the wave equation with a delay

term in the boundary or internal feedbacks, SIAM J. Control Optim. 45 (2006) 1561–1585.
https://doi.org/10.1137/060648891

[18] S. Nicaise, C. Pignotti: Interior feedback stabilization of wave equations with time dependent

delay, Elecron. J. Differ. Equ. 41 (2011). https://ejde.math.unt.edu/
[19] S. Nicaise, C. Pignotti, Exponential stability of abstract evolution equations with time delay,

J. Evol. Equ. 15 (2015) 107–129. https://doi.org/10.1007/s00028-014-0251-5
[20] S. Nicaise, J. Valein, E. Fridman, Stabilization of the heat and the wave equations

with boundary time-varying delays, Discrete Contin. Dyn. Syst., Ser. S 2 (2009) 559–581.
https://doi.org/10.3934/dcdss.2009.2.559

[21] S. Nicaise, J. Valein, Stabilization of second order evolution equations with un-

bounded feedback with delay, ESAIM Control Optim. Calc. Var. 16 (2010) 420–456.
https://doi.org/10.1137/090762105

Hamdan Al Sulaimani

Department of Mathematics, University of Hafr Al Batin, Saudi Arabia, P.O. Box

1803 Hafr Al Batin 31991, Saudi Arabia

E-mail address: hamdans@uhb.edu.sa



DECAY RESULT FOR A VISCOELASTIC EQUATION WITH TIME DEPENDENT DELAY43

Khaleel Anaya

Department of Mathematics and Statistics, Palestine Technical University–Kadoorie,

Tulkarm, Palestine

E-mail address: khalil.anaya@ptuk.edu.ps

Cyril Dennis Enyi

Department of Mathematics, University of Hafr Al Batin, Saudi Arabia, P.O. Box

1803 Hafr Al Batin 31991, Saudi Arabia

E-mail address: cyrild@uhb.edu.sa

Soh Edwin Mukiawa

Department of Mathematics, University of Hafr Al Batin, Saudi Arabia, P.O. Box

1803 Hafr Al Batin 31991, Saudi Arabia

E-mail address: mukiawa@uhb.edu.sa


