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#### Abstract

In this paper, we show how to obtain some important integral inequalities from statistical and probabilistic point of view. We also explore the properties of the covariance leading to new classes of inequalities including the Ostrowski and Ostrowski-Grüss inequalities.


## 1. Introduction

Let $L^{1}[a, b]$ denote the space of real and measurable functions with the norm

$$
\|f\|_{1}=\int_{a}^{b}|f(t)| d t<\infty
$$

and $L^{\infty}[a, b]$ the space of bounded functions with

$$
\|f\|_{\infty}=\|f\|=\sup _{a \leq t \leq b}|f(t)|<\infty
$$

Suppose that $U$ is a random variable with uniform distribution $w_{U}(x)=1 /(b-a)$ on $[a, b]$. So $E U=(b+a) / 2, \sigma^{2}(U)=(b-a)^{2} / 12$ and

$$
E f(U)=\frac{1}{b-a} \int_{a}^{b} f(t) d t
$$

It is clear that if $X$ has a non-uniform density function, say $w_{X}(x)$, then

$$
E f(X)=\int_{a}^{b} f(t) w_{X}(t) d t
$$

However, we can mainly focus on the uniform random variable $U$ due to the identity

$$
E f(X)=E f\left(W^{-1}(U)\right)
$$

where $W_{X}(x)=P(X \leq x), W^{-1}(x)$ is its inverse and $U \sim U(0,1)$.
Our main aim in this paper is to find appropriate estimates for the difference between $E f(X)$ and $f(E X)$. To reach this goal, in the next section, we recall Jensen's inequality and some of its basic extensions. To estimate $E f(X)-f(E X)$, there exist two approaches in the literature. In the first one, authors obtaine results by the Taylor expansion of $f$, which is explained in Secion 3. In the second approach, bounds for $E f(X)-f(E X)$ are obtained by the covariance of random variables

[^0]and its general properties, which is usually neglected in the literature. In section 4, we first use properties of the covariance and correlation of random variabels to find back some older inequalities and then obtain some new improvements. Throughout this paper, we use $U$ to denote a random variable with uniform distribution and use $X$ to denote an arbitrary random variable defined on $[a, b]$.

## 2. Jensen's inequality and some of its extensions

When $f$ is a convex function, the famous inequality of Jensen [13] states that

$$
f(E X) \leq E f(X)
$$

and for concave functions we have

$$
E f(X) \leq f(E X)
$$

There are various ways to estimate the difference $E f(X)-f(E X)$. For instance, as in [37], let $\alpha, \beta$ be real numbers and $f$ be twice differentiable such that $f^{\prime \prime}$ is bounded in $[a, b]$. Let $A(t)=f(t)-\alpha t^{2}$ and $B(t)=f(t)-\beta t^{2}$. Since $A^{\prime \prime}(t)=f^{\prime \prime}(t)-2 \alpha$ and $B^{\prime \prime}(t)=f^{\prime \prime}(t)-2 \beta$, if $\alpha, \beta$ are selected in such a way that $\alpha<f^{\prime \prime}(t) / 2<\beta$ for any $a \leq t \leq b$, then we have $A^{\prime \prime}(t)>0$ for $a \leq t \leq b$ and $A($.$) is convex. In a similar$ way we can show that $B($.$) is concave. Therefore, according to Jensen inequality$

$$
E A(X) \geq A(E X)
$$

and

$$
E B(X) \leq B(E X)
$$

which respectively yield

$$
E f(X)-\alpha E X^{2} \geq f(E X)-\alpha E^{2} X
$$

and

$$
E f(X)-\beta E X^{2} \leq f(E X)-\beta E^{2} X
$$

In other words

$$
\begin{equation*}
\alpha \operatorname{Var}(X) \leq E f(X)-f(E X) \leq \beta \operatorname{Var}(X) \tag{2.1}
\end{equation*}
$$

Note that even if $f$ is convex, 2.1 can be sharper than Jensen's inequality. Inequalities of the form (2.1) have received some attention in finance, cf. [1] or [2].

Another upperbound is given in the following proposition.
Proposition 2.1. Let $f$ be a convex function on $[a, b]$ and $X$ be a random variable defined on $[a, b]$. Then we have

$$
0 \leq E f(X)-f(E X) \leq \max (A, B) S_{f}(a, b)
$$

in which $A=(b-E X) /(b-a), B=(E X-a) /(b-a)$ and

$$
S_{f}(a, b)=f(a)+f(b)-2 f((a+b) / 2)
$$

Proof. Since $f$ is convex,

$$
f(x) \leq \frac{b-x}{b-a} f(a)+\frac{x-a}{b-a} f(b) \quad a \leq x \leq b
$$

Therefore

$$
E f(X) \leq E\left(\frac{b-X}{b-a} f(a)+\frac{X-a}{b-a} f(b)\right)=A f(a)+B f(b)
$$

with $A, B$ as above. Using the equality $E X=a A+b B$ it follows that

$$
E f(X)-f(E X) \leq A f(a)+B f(b)-f(A a+B b)
$$

On the other hand, Lemma 2 of [31] shows that

$$
A f(a)+B f(b)-f(A a+B b) \leq \max (A, B) S_{f}(a, b),
$$

which proves the result.
For example, if $U \sim U(a, b)$, then $E U=(a+b) / 2$ and $A=B=1 / 2$. So $0 \leq E f(U)-f(E U) \leq S_{f}(a, b) / 2$, which yields

$$
f\left(\frac{a+b}{2}\right) \leq E f(U) \leq \frac{f(a)+f(b)}{2}
$$

To obtain another upperbound, we can assume that $f$ has a derivative $f^{(1)}$ and satisfies the condition

$$
\begin{equation*}
f(x)-f(y) \geq(x-y) f^{(1)}(y) \quad \forall x, y \in[a, b] . \tag{2.2}
\end{equation*}
$$

Note that $(2.2)$ holds for any differentiable convex function. Let $g$ denote a function so that $f$ is well-defined on the range of $g$. Following the approach of 32] or [28], we can prove that:

Proposition 2.2. If (2.2) holds, then

$$
E f(g(X))-f(E g(X)) \leq \operatorname{Cov}\left(g(X), f^{(1)}(g(X))\right.
$$

where in general $\operatorname{Cov}(A, B)=E A B-E A E B$ and

$$
\begin{aligned}
& E f(g(X))-f(E g(X)) \\
& \geq|E| f(g(X))-f(E g(X))|-E| g(X)-E g(X)| | f^{(1)}(E g(X))| | \geq 0
\end{aligned}
$$

Especially when $g(x)=x$, we have

$$
E f(X)-f(E X) \leq \operatorname{Cov}\left(X, f^{(1)}(X)\right)
$$

and

$$
E f(X)-f(E X) \geq|E| f(X)-f(E X)|-E| X-E X| | f^{(1)}(E X)| |
$$

Proof. We use 2.2 twice. In the first case, if $x=g(X)$ and $y=E g(X)$ are replaced in 2.2), then we find that

By taking the expected value from (2.3) we obtain

$$
\begin{aligned}
& E f(g(X))-f(E g(X)) \\
& \geq E| | f(g(X))-f(E g(X))|-|g(X)-E g(X)|| f^{(1)}(E g(X))| | \\
& \geq|E| f(g(X))-f(E g(X))|-E| g(X)-E g(X)| | f^{(1)}(E g(X))| |
\end{aligned}
$$

To prove the first inequality, if $x=E g(X)$ and $y=g(X)$ are replaced in 2.2), then

$$
\begin{equation*}
f(E g(X))-f(g(X)) \geq(E g(X)-g(X)) f^{(1)}(g(X)) \tag{2.4}
\end{equation*}
$$

Again, taking the expected value from (2.4) yields
$f(E g(X))-E f(g(X)) \geq E(E g(X)-g(X)) f^{(1)}(g(X))=-\operatorname{Cov}\left(g(X), f^{(1)}(g(X))\right)$.

For example, if $g(x)=x$ and $X=U \sim U(a, b)$, then

$$
E f^{(1)}(U)=\frac{1}{b-a} \int_{a}^{b} f^{(1)}(t) d y=\frac{f(b)-f(a)}{b-a}
$$

and

$$
E U f^{(1)}(U)=\frac{1}{b-a} \int_{a}^{b} t f^{(1)}(t) d t=\frac{b f(b)-a f(a)}{b-a}-E f(U)
$$

Therefore we have

$$
0 \leq E f(U)-f(E U)=\frac{b f(b)-a f(a)}{b-a}-E f(U)-\frac{a+b}{2} \frac{f(b)-f(a)}{b-a}
$$

which leads to

$$
0 \leq E f(U)-f(E U) \leq \frac{f(a)+f(b)}{2}-E f(U)
$$

and

$$
0 \leq E f(U)-f\left(\frac{a+b}{2}\right) \leq \frac{1}{2}\left(\frac{f(a)+f(b)}{2}-f\left(\frac{a+b}{2}\right)\right)
$$

## 3. Estimates for $E f(X)-f(E X)$ Using Taylor expansions

3.1. First derivative. Suppose that $f($.$) has a well-defined derivative f^{(1)}$ (.). It is clear that for $a \leq x$ and $y \leq b$ we have

$$
f(x)=f(y)+\int_{y}^{x} f^{(1)}(t) d t=f(y)+(x-y) \int_{0}^{1} f^{(1)}(y+u(x-y)) d u
$$

and for any real number $z$ we have

$$
f(x)-f(y)-z(x-y)=R(x-y, z),
$$

where

$$
R(x-y, z)=(x-y) \int_{0}^{1}\left(f^{(1)}(y+u(x-y))-z\right) d u
$$

If $\left\|f^{(1)}\right\|<\infty$, then

$$
\begin{equation*}
|f(x)-f(y)-z(x-y)| \leq|x-y| \sup _{t}\left|f^{(1)}(t)-z\right| . \tag{3.1}
\end{equation*}
$$

By replacing $x$ by $X$ and taking the expected value from both sides of (3.1) we obtain

$$
\begin{equation*}
|E f(X)-f(y)-z(E X-y)| \leq E|X-y| \sup _{t}\left|f^{(1)}(t)-z\right| \tag{3.2}
\end{equation*}
$$

For example, if $X=U \sim U(a, b)$, then (3.2) is reduced to

$$
E|U-y|=\frac{1}{2(b-a)}\left((y-a)^{2}+(y-b)^{2}\right)=\frac{1}{b-a}\left(\left(y-\frac{a+b}{2}\right)^{2}+\frac{(b-a)^{2}}{4}\right)
$$

and

$$
\begin{equation*}
|E f(U)-f(y)-z(E U-y)| \leq \frac{1}{b-a}\left(\left(y-\frac{a+b}{2}\right)^{2}+\frac{(b-a)^{2}}{4}\right) \sup _{t}\left|f^{(1)}(t)-z\right| \tag{3.3}
\end{equation*}
$$

a) If $z=0$ in (3.3), we find back a result of Ostrowski (29.
b) If $y=E U$ in (3.3), then we have

$$
|E f(U)-f(E U)| \leq \frac{b-a}{4} \sup _{t}\left|f^{(1)}(t)-z\right|
$$

c) If $z=E f^{(1)}(U), 3.3$ reduces to

$$
\begin{align*}
& \left|E f(U)-f(y)-E f^{(1)}(U)(E U-y)\right|  \tag{3.4}\\
& \leq \frac{1}{b-a}\left(\left(y-\frac{a+b}{2}\right)^{2}+\frac{(b-a)^{2}}{4}\right) \sup _{t}\left|f^{(1)}(t)-E f^{(1)}(U)\right| .
\end{align*}
$$

On the other hand, if $m \leq f^{(1)}(t) \leq M$ for any $a \leq t \leq b$, then $m \leq E f^{(1)}(U) \leq M$ and

$$
\left|f^{(1)}(t)-E f^{(1)}(U)\right| \leq M-m
$$

Therefore, the latter result (3.4) reads as

$$
\left|E f(U)-f(y)-E f^{(1)}(U)(E U-y)\right| \leq \frac{M-m}{b-a}\left(\left(y-\frac{a+b}{2}\right)^{2}+\frac{(b-a)^{2}}{4}\right)
$$

which resembles a result of [8].
d) If $z=f^{(1)}(y)$ and the modulus of continuity of $f^{(1)}$ is given by $\omega$, then by definition we first have

$$
\left|f^{(1)}(y+u(x-y))-f^{(1)}(y)\right| \leq \omega(u|x-y|)
$$

For a Lipschitz or Hölder function, we have $\omega(t)=\alpha t^{\beta}$ where $\alpha>0$ and $\beta \geq 0$. Therefore

$$
\left|R\left(x-y, f^{(1)}(y)\right)\right| \leq|x-y| \int_{0}^{1} \alpha u^{\beta}|x-y|^{\beta} d u=\frac{\alpha}{1+\beta}|x-y|^{\beta+1}
$$

which follows that

$$
\left|E f(X)-f(y)-f^{(1)}(y)(E X-y)\right| \leq \frac{\alpha}{1+\beta} E|X-y|^{1+\beta}
$$

For instance, substituting $\beta=1$ in the above inequality yields

$$
\left|E f(X)-f(y)-f^{(1)}(y)(E X-y)\right| \leq \frac{\alpha}{2} E(X-y)^{2} .
$$

3.2. Second derivative. Now assume that $f$ has a second derivative $f^{(2)}$. Then we have

$$
f(x)-f(y)-f^{(1)}(y)(x-y)-\frac{1}{2} z(x-y)^{2}=R(x-y, z),
$$

where

$$
R(x-y, z)=(x-y)^{2} \int_{0}^{1}(1-u)\left(f^{(2)}(y+u(x-y))-z\right) d u
$$

If $\left\|f^{(2)}\right\|<\infty$, it is clear that

$$
\begin{equation*}
|R(x-y, z)| \leq \frac{1}{2}(x-y)^{2} \sup _{t}\left|f^{(2)}(t)-z\right| . \tag{3.5}
\end{equation*}
$$

By replacing $x$ by $X$ and taking the expected value from both sides of 3.5 we obtain

$$
\begin{align*}
& \left|E f(X)-f(y)-f^{(1)}(y)(E X-y)-\frac{1}{2} z E(X-y)^{2}\right|  \tag{3.6}\\
& \leq \frac{1}{2} E(X-y)^{2} \sup _{t}\left|f^{(2)}(t)-z\right|
\end{align*}
$$

For example, if $X=U \sim U(a, b)$ in (3.6), then the equality

$$
E(U-y)^{2}=\left(y-\frac{a+b}{2}\right)^{2}+\frac{(b-a)^{2}}{12}
$$

implies that

$$
\begin{align*}
& \left|E f(U)-f(y)-f^{(1)}(y)(E U-y)-\frac{1}{2} z E(U-y)^{2}\right|  \tag{3.7}\\
& \leq \frac{1}{2}\left(\left(y-\frac{a+b}{2}\right)^{2}+\frac{(b-a)^{2}}{12}\right) \sup _{t}\left|f^{(2)}(t)-z\right|
\end{align*}
$$

a) If $z=E f^{(2)}(U)$ in (3.6), the above inequality (3.7) reads as

$$
\begin{aligned}
& \left|E f(U)-f(y)-f^{(1)}(y)(E U-y)-\frac{1}{2} E f^{(2)}(U) E(U-y)^{2}\right| \\
& \leq \frac{1}{2}\left(\left(y-\frac{a+b}{2}\right)^{2}+\frac{(b-a)^{2}}{12}\right) \sup _{t}\left|f^{(2)}(t)-E f^{(2)}(U)\right|
\end{aligned}
$$

Such type of inequalities have been derived in (3] and 4].
b) If $f^{(2)}($.$) satisfies$

$$
\left|f^{(2)}(x)-f^{(2)}(y)\right| \leq \omega(|x-y|)
$$

with $\omega(t)=\alpha t^{\beta}, \alpha, \beta>0$, then taking $z=f^{(2)}(y)$ yields

$$
\left|R\left(x-y, f^{(2)}(y)\right)\right| \leq \alpha|x-y|^{2+\beta} \int_{0}^{1}(1-u) u^{\beta} d u=\frac{\alpha}{(\beta+1)(\beta+2)}|x-y|^{2+\beta}
$$

and we find that

$$
\begin{aligned}
& \left|E f(X)-f(y)-f^{(1)}(y)(E X-y)-\frac{1}{2} f^{(2)}(y) E(X-y)^{2}\right| \\
& \leq \frac{\alpha}{2(\beta+1)(\beta+2)} E|X-y|^{2+\beta}
\end{aligned}
$$

3.3. Higher order derivatives. For higher derivatives, the following proposition may be applied whose proof can be easily derived by using the Taylor expansion.

Proposition 3.1. Suppose that $f$ has a bounded $m-$ th derivative $f^{(m)}($.$) and$ $E|X|^{m}<\infty$. Then

$$
\left.\left\lvert\, E f(X)-f(y)-\sum_{i=1}^{m-1} f^{(i)}(y) \frac{E(X-y)^{i}}{i!}\right.\right) \left\lvert\, \leq\left\|f^{(m)}\right\| \frac{E|X-y|^{m}}{m!}\right.
$$

## 4. Estimates Using Covariance and correlation

Recall that the correlation coefficient between two random variables is defined as

$$
\rho(X, Y)=\operatorname{Cov}(X, Y) / \sigma(X) \sigma(Y)
$$

where $\sigma(X)$ denotes the standard deviation of $X$ and $\operatorname{Cov}(X, Y)=E X Y-E X E Y$ is the covariance between $X$ and $Y$. Since $|\rho(X, Y)| \leq 1$ so

$$
|\operatorname{Cov}(X, Y)| \leq \sigma(X) \sigma(Y)
$$

The equality appears whenever $X, Y$ satisfy - with probability 1 - a linear relation of the form $\alpha X+\beta Y=\gamma$. Replacing $X$ by $f(X)$ and $Y$ by $g(Y)$, we find that

$$
\begin{equation*}
\mid \operatorname{Cov}(f(X), g(Y) \mid \leq \sigma(f(X)) \sigma(g(Y)) \tag{4.1}
\end{equation*}
$$

where $\sigma^{2}(f(X))$ is the variance of $f(X)$.
In the case of $X=Y=U \sim U(a, b)$, 4.1) is transformed to

$$
\left|\frac{1}{b-a} \int_{a}^{b} f(t) g(t) d t-\frac{1}{(b-a)^{2}} \int_{a}^{b} f(t) d t \int_{a}^{b} g(t) d t\right| \leq \sigma(f(U)) \sigma(g(U))
$$

4.1. Grüss type inequalities. There are other upperbounds for the covariance under different conditions. The following result was initiated by Popoviciu (1935) and Grüss (1935). We here present a statistical proof for it.

Lemma 4.1. (i) Let $A$ be a random variable with the mean value $E A=\mu$ such that $m \leq A \leq M$. Then we have

$$
\sigma^{2}(A) \leq \delta_{m, M}^{2}(\mu) \frac{(M-m)^{2}}{4} \leq \frac{(M-m)^{2}}{4}
$$

in which $\delta_{m, M}^{2}(\mu)=4(M-\mu)(\mu-m) /(M-m)^{2}$.
(ii) Let $X$ be a random variable with values in the set $\Omega$ and $f($.$) be a bounded$ function with $m \leq f(x) \leq M$ for $x \in \Omega$. If $\mu=E f(X)$, then

$$
\sigma^{2}(f(X)) \leq \delta_{m, M}^{2}(\mu) \frac{(M-m)^{2}}{4} \leq \frac{(M-m)^{2}}{4}
$$

(iii) Let $X$ and $Y$ be two random variables with values in the set $\Omega$ and $f(),. g($. be bounded functions such that $m \leq f(x) \leq M$ and $\alpha \leq g(x) \leq \beta$ for $x \in \Omega$. Then we have

$$
|\operatorname{Cov}(f(X), g(Y))| \leq \frac{1}{4} \delta_{m, M}(\mu) \delta_{\alpha, \beta}(\nu)(M-m)(\beta-\alpha)
$$

where $\mu=E f(X)$ and $\nu=E g(Y)$.
Proof. (i) By noting the equality

$$
A=\frac{A-m}{M-m} M+\frac{M-A}{M-m} m
$$

and this fact that $g(x)=(x-\mu)^{2}$ is a convex function, we first have

$$
\begin{equation*}
g(A) \leq \frac{A-m}{M-m} g(M)+\frac{M-A}{M-m} g(m) . \tag{4.2}
\end{equation*}
$$

Now taking the expected value from both sides of 4.2 yields

$$
\sigma^{2}(A) \leq \frac{\mu-m}{M-m} g(M)+\frac{M-\mu}{M-m} g(m)=\delta_{m, M}^{2}(\mu) \frac{(M-m)^{2}}{4}
$$

where $\delta_{m, M}^{2}(\mu)=4(M-\mu)(\mu-m) /(M-m)^{2}$. On the other hand, since $(x-$ $M)(m-x)$ is maximum for $x=(m+M) / 2$, it follows that $\delta_{m, M}^{2}(\mu) \leq 1$.
The second result (ii) follows from (i) by taking $A=f(X)$ and the third result (iii) follows from (ii) and (4.1).

Notice that the bound in Lemma 4.1(ii) is sharp and cannot be improved. For example, taking $U \sim U(0,1)$ and

$$
f(x)= \begin{cases}-1 & 0 \leq x \leq \frac{1}{2} \\ +1 & \frac{1}{2}<x \leq 1\end{cases}
$$

yield $E f(U)=0$ and $\sigma^{2}(f(U))=(M-m)^{2} / 4=1$.

## Some remarks on Lemma 4.1.

1) The advantage of $\delta_{m, M}^{2}(\mu)$ in Lemma 4.1 is when we have information about $\mu$. When there is no information available, we have no choice and just we can replace $\delta_{m, M}(\mu)$ by its upperbound 1. More discussions are in 36.
2) Since $g(x)=|x-\mu|$ is also a convex function, considering it in Lemma 4.1(i) yields

$$
E|f(X)-E f(X)| \leq \frac{2(M-\mu)(\mu-m)}{M-m}=\delta_{m, M}^{2}(\mu) \frac{M-m}{2}
$$

3) Lemma 4.1 (iii) is usually formulated for $X=Y=U \sim U(a, b)$, see e.g. ([12], Theorem 4) or ([14], Corollary 4).
4.2. Dependency function. Lemma 4.1(iii) can be improved by using the dependency function of random variables. Let $f($.$) and g($.$) be two real functions$ of bounded variation defined on the intervals $[a, b]$ and $[c, d]$ respectively, where $-\infty \leq a, b, c, d \leq \infty$. Also let $X$ and $Y$ be random variables defined on $[a, b]$ and $[c, d]$ respectively and assume that $E f(X), E g(Y)$ and $E f(X) g(Y)$ are finite values. Cuadras in [7] obtained the following extension of an old result of Hoeffding [11]:

$$
\begin{equation*}
\operatorname{Cov}(f(X), g(Y))=\int_{a}^{b} \int_{c}^{d} C(u, v) d f(u) d g(v) \tag{4.3}
\end{equation*}
$$

where

$$
C(x, y)=P(X \leq x, Y \leq y)-P(X \leq x) P(Y \leq y)
$$

is the dependency function of $(X, Y)$. For $f(x)=g(x)=x$ in 4.3 Hoeffding's result is derived. It is well-known that $|C(x, y)| \leq 1 / 4$. The following Lemma is a variant of Lemma 4.1(iii), cf. 9].

Lemma 4.2. If $|C(x, y)| \leq \theta / 4$ for $0 \leq \theta \leq 1$, then

$$
\left.|\operatorname{Cov}(f(X), g(Y))| \leq \frac{1}{4} \min \left(\theta, \delta_{m, M}(\mu) \delta_{\alpha, \beta}(\nu)\right)(M-m)(\beta-\alpha)\right)
$$

where $m=f(a), M=f(b), \alpha=g(c)$ and $\beta=g(d)$.

For example, let $f(x)=g(x)=x$ and $X, Y$ be defined on [0,1]. Also assume that the joint distribution is given by

$$
P(X \leq x, Y \leq y)=K x y\left(\frac{x^{\alpha}}{1+\alpha}+\frac{y^{\beta}}{1+\beta}\right)
$$

where $K=(1+\alpha)(1+\beta) /(2+\alpha+\beta)$. Clearly we have

$$
\begin{array}{ll}
P(X \leq x)=K x\left(\frac{x^{\alpha}}{1+\alpha}+\frac{1}{1+\beta}\right), & E X=\mu=K \frac{\alpha+2 \beta+4}{2(2+\alpha)(1+\beta)} \\
P(Y \leq x)=K x\left(\frac{1}{1+\alpha}+\frac{y^{\beta}}{1+\beta}\right), & E Y=\nu=K \frac{\beta+2 \alpha+4}{2(2+\beta)(1+\alpha)}
\end{array}
$$

Therefore, the dependency function is computed as

$$
C(x, y)=\frac{K x y}{2+\alpha+\beta}\left(x^{\alpha}-1\right)\left(1-y^{\beta}\right)
$$

and

$$
\operatorname{Cov}(X, Y)=\int_{0}^{1} \int_{0}^{1} C(x, y) d x d y=\frac{-K \alpha \beta}{4(2+\alpha)(2+\beta)(2+\alpha+\beta)}
$$

The function $|C(x, y)|$ attains its maximum at the point

$$
\left(x^{\circ}, y^{\circ}\right)=\left((1+\alpha)^{-1 / \alpha},(1+\beta)^{-1 / \beta}\right)
$$

and we have

$$
|C(x, y)| \leq \frac{\alpha \beta x^{\circ} y^{\circ}}{(2+\alpha+\beta)^{2}}
$$

Now, by noting Lemma 4.2 consider the 2 terms

$$
\begin{equation*}
\theta=\frac{4 \alpha \beta x^{\circ} y^{\circ}}{(2+\alpha+\beta)^{2}} \tag{4.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta_{0,1}(\mu) \delta_{0,1}(\nu)=4 \sqrt{(1-\mu) \mu(1-\nu) \nu} . \tag{4.5}
\end{equation*}
$$

TABLE 1. Computation of 4.4, 4.5) and $\operatorname{Cov}(X, Y)$ for some values of $\alpha$ and $\beta$.

| $\alpha$ | $\beta$ | $\delta_{0,1}(\mu) \delta_{0,1}(\nu)$ | $\theta$ | $\|\operatorname{Cov}(X, Y)\|$ | $\theta / 4$ |
| :--- | :--- | :--- | :--- | :--- | :---: |
| 1 | 1 | 0.9722 | 0.0625 | 0.00694 | 0.0156 |
| 1 | 2 | 0.96 | 0.0924 | 0.01 | 0.0231 |
| 1 | 3 | 0.955 | 0.1049 | 0.011 | 0.0262 |
| 2 | 2 | 0.9375 | 0.1481 | 0.0156 | 0.0370 |
| 2 | 3 | 0.926 | 0.178 | 0.018 | 0.0145 |
| 3 | 3 | 0.91 | 0.2232 | 0.0225 | 0.0558 |
| 10 | 10 | 0.826 | 0.512 | 0.0434 | 0.1279 |

As Table 1 shows, the covariance bound of Lemma 4.2 is given by $|\operatorname{Cov}(X, Y)| \leq$ $\theta / 4$.

Now, suppose that $X$ is a random variable on $[a, b]$ and $f$ satisfies $m \leq f(t) \leq M$. Also, let $g(x)$ be an arbitrary function with $E g(Y)=0$. Matic (20, Theorem 4) proved the following result, which has appeared also in [6] and as a Lemma in [16].

Lemma 4.3. Let $f($.$) and g($.$) be two real functions such that m \leq f(x) \leq M$ and $E g(Y)=0$. Then

$$
|\operatorname{Cov}(f(X), g(Y))|=|E f(X) g(Y)| \leq E|g(Y)| \frac{M-m}{2}
$$

Proof. Let us define the sets

$$
G(+)=\{x: g(x) \geq 0\} \quad \text { and } \quad G(-)=\{x: g(x)<0\},
$$

and assume that $I_{G(+)}$ and $I_{G(-)}$ denote the indicators of these sets. We have

$$
E f(X) g(Y)=E g(Y) I_{G(+)} f(X)+E g(Y) I_{G(-)} f(X)
$$

Since $m \leq f(x) \leq M$, so

$$
E f(X) g(Y) \leq M E g(Y) I_{G(+)}+m E g(Y) I_{G(-)}
$$

and

$$
E f(X) g(Y) \geq m E g(Y) I_{G(+)}+M E g(Y) I_{G(-)}
$$

On the other hand, since

$$
E g(Y) I_{G(+)}+E g(Y) I_{G(-)}=0
$$

we obtain

$$
(m-M) E g(Y) I_{G(+)} \leq E f(X) g(Y) \leq(M-m) E g(Y) I_{G(+)}
$$

and hence

$$
|E f(X) g(Y)| \leq(M-m) E g(Y) I_{G(+)}
$$

Finally note that

$$
E|g(Y)|=E g(Y) I_{G(+)}-E g(Y) I_{G(-)}=2 E g(Y) I_{G(+)}
$$

and the desired result is derived.
For example, let $X$ be a random variable defined on $[a, b]$ with the density function $h($.$) . Since$

$$
\sigma^{2}(X)=\int_{a}^{b}(t-\mu)^{2} h(t) d t=E(X-\mu)^{2}
$$

by considering $f(t)=(b-a) h(t)$ and $g(t)=(t-\mu)^{2}$ we have

$$
\sigma^{2}(X)=E f(U) g(U)
$$

and

$$
\operatorname{Cov}(f(U), g(U))=E f(U) g(U)-E f(U) E g(U)=\sigma^{2}(X)-E g(U)
$$

where $E g(U)=E(U-\mu)^{2}=(\mu-E U)^{2}+\sigma^{2}(U)$.
Now assume that $m \leq f() \leq$.$M . Applying Lemma 4.3$ yields

$$
\left|\sigma^{2}(X)-E(U-\mu)^{2}\right| \leq \frac{M-m}{2} E|g(U)-E g(U)|
$$

4.3. Derivatives. Many authors have obtained bounds for the covariance using the derivative(s) of the functions involved. For instance:
a) Following [17] if $\left\|f^{(1)}\right\|<\infty$, then for any arbitrary $x$ we have

$$
\begin{aligned}
|\operatorname{Cov}(f(X), g(Y))| & =\mid E((f(X)-f(x))(g(Y)-E g(Y)) \mid \\
& \leq E(|f(X)-f(x)||g(Y)-E g(Y)|)
\end{aligned}
$$

Now applying $|f(t)-f(x)| \leq\left\|f^{(1)}\right\||t-x|$ gives

$$
\begin{equation*}
|\operatorname{Cov}(f(X), g(Y))| \leq\left\|f^{(1)}\right\| E(|X-x||g(Y)-E g(Y)|) \tag{4.6}
\end{equation*}
$$

For example, if $x=\mu=E X$, then

$$
|\operatorname{Cov}(f(X), g(Y))| \leq\left\|f^{(1)}\right\| E(|X-\mu||g(Y)-E g(Y)|)
$$

is a generalization of the result obtained in [17]. Moreover, applying the CauchySchwarz inequality on 4.6 leads to

$$
|\operatorname{Cov}(f(X), g(Y))| \leq\left\|f^{(1)}\right\|\left(E(X-x)^{2}\right)^{1 / 2} \sigma(g(Y))
$$

cf. Theorem 5 of [17].
Since $E(X-x)^{2}=\sigma^{2}(X)+(E X-x)^{2}$, we realize that $x=\mu$ is optimum such that we have

$$
\begin{equation*}
|\operatorname{Cov}(f(X), g(Y))| \leq\left\|f^{(1)}\right\| \sigma(X) \sigma(g(Y)) \tag{4.7}
\end{equation*}
$$

Also, if $\left\|g^{(1)}\right\|<\infty$, we can replace 4.6 by

$$
|\operatorname{Cov}(f(X), g(Y))| \leq\left\|f^{(1)}\right\|\left\|g^{(1)}\right\| E|X-x||Y-E g(Y)|
$$

and 4.7 by

$$
|\operatorname{Cov}(f(X), g(Y))| \leq\left\|f^{(1)}\right\|\left\|g^{(1)}\right\| \sigma(X) \sigma(Y)
$$

The case $f(x)=g(x)=x$ and $X=Y$ shows that this inequality cannot be improved. Such type of inequality goes back to Chebyshev [19].
b) Assume that $\left\|f^{(2)}\right\|<\infty$. By using the previous approach, replacing $f$ by $f^{(1)}$ yields

$$
\left|\operatorname{Cov}\left(f^{(1)}(X), g(Y)\right)\right| \leq\left\|f^{(2)}\right\| E(|X-E X||g(Y)-E g(Y)|)
$$

and using the Cauchy-Schwarz inequality gives

$$
\left|\operatorname{Cov}\left(f^{(1)}(X), g(X)\right)\right| \leq\left\|f^{(2)}\right\|\left(E(X-x)^{2}\right)^{1 / 2} \sigma(g(Y))
$$

For example, if $g(x)=x$ and $X=Y=U \sim U(a, b)$, then

$$
\left|\operatorname{Cov}\left(f^{(1)}(U), U\right)\right| \leq\left\|f^{(2)}\right\| \sigma^{2}(U)
$$

On the other hand, it is easy to find that

$$
\operatorname{Cov}\left(f^{(1)}(U), U\right)=\frac{f(b)+f(a)}{2}-E f(U)
$$

So, the inequality can be rewritten as

$$
\left|E f(U)-\frac{f(a)+f(b)}{2}\right| \leq\left\|f^{(2)}\right\| \frac{(b-a)^{2}}{12}
$$

which is the same as Theorem 8 of [17].

### 4.4. Results based on kernels.

4.4.1. General kernels. Following the paper [24], we now consider a general linear integral operator of the form

$$
F_{K}(f ; x)=E K(X ; x) f^{\prime}(X)
$$

where $X$ is a random variable and $K(t ; x)$ is called a kernel. If

$$
E K(X ; x)=w(x)
$$

we can define a further kernel as

$$
K^{\circ}(t ; x)=K(t ; x)-w(x)
$$

and consequently a linear operator as

$$
F_{K^{\circ}}(f ; x)=E K^{\circ}(X ; x) f^{\prime}(X)=\operatorname{Cov}\left(K(X, x), f^{\prime}(X)\right)
$$

Note that

$$
F_{K^{\circ}}(f ; x)=F_{K}(f ; x)-w(x) E f^{\prime}(X)
$$

For example, if $K(t ; x)=t$ and $X=U \sim U(a, b)$, then

$$
\begin{gathered}
w(x)=(a+b) / 2 \\
F_{K}(f ; x)=\frac{1}{b-a} \int_{a}^{b} t f^{\prime}(t) d t=\frac{b f(b)-a f(a)}{b-a}-E f(U)
\end{gathered}
$$

and

$$
\begin{aligned}
F_{K^{\circ}}(f ; x) & =\frac{b f(b)-a f(a)}{b-a}-E f(U)-\frac{a+b}{2} \frac{f(b)-f(a)}{b-a} \\
& =\frac{f(b)+f(a)}{2}-E f(U)
\end{aligned}
$$

By noting at the above concepts, the authors in 24] obtained the following results.
Theorem 4.4. a) Suppose that $f^{\prime}(t) \leq \beta(t), \forall t \in[a, b]$. Then we have

$$
\left|F_{K}(f ; x)-E K(X ; x) \beta(X)\right| \leq\|K(. ; x)\| E\left(\beta(X)-f^{\prime}(X)\right)
$$

b) If $\alpha(t) \leq f^{\prime}(t), \forall t \in[a, b]$ then
$\left|F_{K}(f ; x)-E K(X ; x) \alpha(X)\right| \leq\|K(. ; x)\| E\left(f^{\prime}(X)-\alpha(X)\right)$.
c) If $\alpha(t) \leq f^{\prime}(t) \leq \beta(t), \forall t \in[a, b]$ then

$$
\left|F_{K}(f ; x)-E K(X ; x) \frac{\alpha(X)+\beta(X)}{2}\right| \leq E\left(\frac{\beta(X)-\alpha(X)}{2}|K(X ; x)|\right) .
$$

Proof. To prove part a) since

$$
F_{K}(f ; x)-E K(X ; x) \beta(X)=E\left(f^{\prime}(X)-\beta(X)\right) K(X ; x)
$$

so

$$
\left|F_{K}(f ; x)-E K(X ; x) \beta(X)\right| \leq E\left(\beta(X)-f^{\prime}(X)\right) K(X ; x)
$$

and the result follows. The proof of $b$ ) is similar. Finally for the proof of $c$ ) we first have

$$
\begin{aligned}
\left|F_{K}(f ; x)-E K(X ; x) \frac{\alpha(X)+\beta(X)}{2}\right| & =\left|E\left(f^{\prime}(X)-\frac{\alpha(X)+\beta(X)}{2}\right) K(X ; x)\right| \\
& \leq E\left|\left(f^{\prime}(X)-\frac{\alpha(X)+\beta(X)}{2}\right) K(X ; x)\right|
\end{aligned}
$$

On the other hand, the given condition $\alpha(t) \leq f^{\prime}(t) \leq \beta(t)$ implies that

$$
\left|f^{\prime}(t)-(\alpha(t)+\beta(t)) / 2\right| \leq(\beta(t)-\alpha(t)) / 2
$$

Therefore

$$
\left|F_{K}(f ; x)-E K(X ; x) \frac{\alpha(X)+\beta(X)}{2}\right| \leq E\left(\frac{\beta(X)-\alpha(X)}{2}|K(X ; x)|\right) .
$$

Similar results can be derived for $F_{K^{\circ}}(f ; x)$ as follows.
Corollary 4.5. a) Suppose that $f^{\prime}(t) \leq \beta(t), \forall t \in[a, b]$. Then we have

$$
\left|F_{K^{\circ}}(f ; x)-E K(X ; x) \beta(X)-w(x) E f^{\prime}(X)\right| \leq\left\|K^{\circ}(. ; x)\right\| E\left(\beta(X)-f^{\prime}(X)\right)
$$

b) If $\alpha(t) \leq f^{\prime}(t), \forall t \in[a, b]$ then

$$
\left|F_{K}(f ; x)-E K(X ; x) \alpha(X)-w(x) E f^{\prime}(X)\right| \leq\left\|K^{\circ}(. ; x)\right\| E\left(f^{\prime}(X)-\alpha(X)\right)
$$

c) If $\alpha(t) \leq f^{\prime}(t) \leq \beta(t), \forall t \in[a, b]$ then

$$
\left|F_{K}(f ; x)-E K(X ; x) \frac{\alpha(X)+\beta(X)}{2}-w(x) E f^{\prime}(X)\right| \leq E\left(\frac{\beta(X)-\alpha(X)}{2}\left|K^{\circ}(X ; x)\right|\right)
$$

Notice that the above corollary can be simplified if $\alpha(t)$ and $\beta(t)$ are constants. In other words:

Corollary 4.6. a) Suppose that $f^{\prime}(t) \leq \beta, \forall t \in[a, b]$. Then we have

$$
\left|F_{K}(f ; x)-\beta w(x)-w(x) E f^{\prime}(X)\right| \leq\left\|K^{\circ}(. ; x)\right\|\left(\beta-E f^{\prime}(X)\right)
$$

b) If $\alpha \leq f^{\prime}(t), \forall t \in[a, b]$ then

$$
\left|F_{K}(f ; x)-\alpha w(x)-w(x) E f^{\prime}(X)\right| \leq\left\|K^{\circ}(. ; x)\right\|\left(E f^{\prime}(X)-\alpha\right)
$$

c) If $\alpha \leq f^{\prime}(t) \leq \beta, \forall t \in[a, b]$ then

$$
\left|F_{K}(f ; x)-\frac{\alpha+\beta}{2} w(x)-w(x) E f^{\prime}(X)\right| \leq \frac{\beta-\alpha}{2} E\left|K^{\circ}(X ; x)\right| .
$$

4.4.2. Specific kernels. Following [8], [18, 33], 34] we may define the linear kernel

$$
K(t ; x)= \begin{cases}t-A & a \leq t \leq x  \tag{4.8}\\ t-B & x<t \leq b\end{cases}
$$

in which $A, B$ are real numbers and obtain some properties of $K(U ; x)$ where as before $U \sim U(a, b)$.
Lemma 4.7. Corresponding to the kernel (4.8) we respectively have

$$
\begin{equation*}
w(x) \equiv E K(U ; x)=\frac{a+b}{2}-B+\frac{B-A}{b-a}(x-a) . \tag{i}
\end{equation*}
$$

(ii)

$$
\operatorname{Var}(K(U ; x))=\sigma^{2}(U)+\frac{(B-A)(x-a)(b-x)}{b-a}\left(\frac{B-A}{b-a}-1\right)
$$

(iii)

$$
\begin{aligned}
(b-a) E|K(U ; x)|= & \operatorname{sign}(x-A) \frac{(x-A)^{2}}{2}+\operatorname{sign}(A-a) \frac{(A-a)^{2}}{2} \\
& +\operatorname{sign}(B-x) \frac{(x-B)^{2}}{2}+\operatorname{sign}(b-B) \frac{(B-b)^{2}}{2}
\end{aligned}
$$

Proof. (i) First it is clear that

$$
K(t ; x)=t-B+(B-A) I_{\{a \leq t \leq x\}}
$$

where $I_{S}$ is the indicator function of the set $S$. Therefore

$$
\begin{aligned}
w(x) & =E U-B+(B-A) E I_{\{a \leq U \leq x\}}=\frac{a+b}{2}-B+(B-A) P(U \leq x) \\
& =(B-A) \frac{x-a}{b-a}+\frac{a+b}{2}-B
\end{aligned}
$$

(ii) Using

$$
K(U ; x)=U-B+(B-A) I_{\{a \leq U \leq x\}}
$$

we find that
$\operatorname{Var}(K(U ; x))=\operatorname{Var}(U)+(B-A)^{2} \operatorname{Var}\left(I_{\{a \leq U \leq x\}}\right)+2(B-A) \operatorname{Cov}\left(U, I_{\{a \leq U \leq x\}}\right)$.
Since

$$
\operatorname{Var}\left(I_{\{a \leq U \leq x\}}\right)=\frac{x-a}{b-a}-\left(\frac{x-a}{b-a}\right)^{2}=\frac{(x-a)(b-x)}{(b-a)^{2}},
$$

and

$$
\begin{aligned}
\operatorname{Cov}\left(U, I_{\{a \leq U \leq x\}}\right) & \left.=\frac{1}{b-a} \int_{a}^{x} t d t-E U E I_{\{a \leq U \leq x\}}\right) \\
& =\frac{(x-a)(x+a)}{2(b-a)}-\frac{b+a}{2} \frac{x-a}{b-a}=\frac{(x-a)(x-b)}{2(b-a)}
\end{aligned}
$$

it follows that

$$
\operatorname{Var}(K(U ; x))=\sigma^{2}(U)+\frac{(B-A)(x-a)(b-x)}{b-a}\left(\frac{B-A}{b-a}-1\right)
$$

(iii) First we have

$$
E|K(U ; x)|=\frac{1}{b-a}\left(\int_{a}^{x}|t-A| d t+\int_{x}^{b}|t-B| d t\right)=\frac{1}{b-a}(I+I I) .
$$

Now if $A<a<x$, then

$$
\begin{aligned}
I & =\int_{a}^{x}(t-A) d t=\frac{(x-A)^{2}}{2}-\frac{(a-A)^{2}}{2} \\
& =\operatorname{sign}(x-A) \frac{(x-A)^{2}}{2}+\operatorname{sign}(A-a) \frac{(a-A)^{2}}{2}
\end{aligned}
$$

and if $A>x>a$, we once again obtain

$$
I=\int_{a}^{x}(A-t) d t=\operatorname{sign}(x-A) \frac{(x-A)^{2}}{2}+\operatorname{sign}(A-a) \frac{(a-A)^{2}}{2} .
$$

This means that if $a \leq A \leq x$, then

$$
I=\operatorname{sign}(x-A) \frac{(x-A)^{2}}{2}+\operatorname{sign}(A-a) \frac{(A-a)^{2}}{2}
$$

In a similar way, we can conclude that

$$
I I=\operatorname{sign}(B-x) \frac{(x-B)^{2}}{2}+\operatorname{sign}(b-B) \frac{(B-b)^{2}}{2} .
$$

So the result follows. In this sense, note that

$$
|K(t ; x)| \leq \max (|a-A|,|x-A|,|b-B|,|x-B|)
$$

Lemma 4.8. Corresponding to the kernel (4.8) we have

$$
E K(U ; x) f^{\prime}(U)=\frac{B-A}{b-a} f(x)+\frac{(b-B) f(b)-(a-A) f(a)}{b-a}-E f(U)
$$

and

$$
\begin{aligned}
& \operatorname{Cov}\left(K(U ; x), f^{\prime}(U)\right) \\
& =\frac{B-A}{b-a} f(x)+\frac{(b-B-w(x)) f(b)-(a-A-w(x)) f(a)}{b-a}-E f(U) .
\end{aligned}
$$

Proof. Since

$$
\int_{a}^{b} K(t ; x) f^{\prime}(t) d t=\int_{a}^{x}(t-A) f^{\prime}(t) d t+\int_{x}^{b}(t-B) f^{\prime}(t) d t
$$

integrating by parts yields

$$
\begin{aligned}
\int_{a}^{b} K(t ; x) f^{\prime}(t) d t= & (x-A) f(x)-(a-A) f(a)-\int_{a}^{x} f(t) d t \\
& +(b-B) f(b)-(x-B) f(x)-\int_{x}^{b} f(t) d t
\end{aligned}
$$

By rearranging the above terms, we can achieve the first result. The second result can also be derived from the first one.

Two remarks on the kernel 4.8.

1) If $\left\|f^{(1)}\right\|<\infty$, then we have

$$
\begin{aligned}
\left|E K(U ; x) f^{\prime}(U)\right| & =\left|\frac{B-A}{b-a} f(x)+\frac{(b-B) f(b)-(a-A) f(a)}{b-a}-E f(U)\right| \\
& \leq\left\|f^{(1)}\right\| E|K(U ; x)|
\end{aligned}
$$

For example, substituting $A=a$ and $B=b$ yields

$$
|f(x)-E f(U)| \leq\left\|f^{(1)}\right\| \max (x-a, b-x)
$$

2) Since

$$
\operatorname{Cov}\left(K(U ; x), f^{\prime}(U)\right)=E\left(K^{\circ}(U ; x) f^{\prime}(U)\right),
$$

where $K^{\circ}(t ; x)=K(t ; x)-w(x)$, i.e.

$$
K^{\circ}(t ; x)= \begin{cases}t-\frac{a+b}{2}+\frac{B-A}{b-a}(b-x) & a \leq t \leq x  \tag{4.9}\\ t-\frac{a+b}{2}-\frac{B-A}{b-a}(x-a) & x<t \leq b\end{cases}
$$

we have

$$
\left|K^{\circ}(t ; x)\right| \leq \frac{b-a}{2}+\frac{|B-A|}{b-a} \max (x-a, b-x)
$$

Moreover

$$
\left\|K^{\circ}(. ; x)\right\|=\max (|a-A-w(x)|,|x-A-w(x)|,|b-B-w(x)|,|x-B-w(x)|)
$$

We can now present some useful upperbounds for $\operatorname{Cov}\left(K(U ; x), f^{\prime}(U)\right)$ via the kernel $K^{\circ}(t ; x)=K(t ; x)-w(x)$ given by 4.9).
a) Using (4.1, we find that

$$
\begin{aligned}
& \left|\frac{B-A}{b-a} f(x)+\frac{(b-B-w(x)) f(b)-(a-A-w(x)) f(a)}{b-a}-E f(U)\right| \\
& \leq \sigma(K(U ; x)) \sigma\left(f^{\prime}(U)\right)
\end{aligned}
$$

b) Using 4.3), we obtain

$$
\begin{aligned}
& \left|\frac{B-A}{b-a} f(x)+\frac{(b-B-w(x)) f(b)-(a-A-w(x)) f(a)}{b-a}-E f(U)\right| \\
& \leq\left\|f^{(1)}\right\| E\left(|U-x|\left|K^{\circ}(U ; x)\right|\right)
\end{aligned}
$$

For example, replacing $A=a$ and $B=b$ in the above inequality gives

$$
\left|f(x)-E f(U)-w(x) \frac{f(b)-f(a)}{b-a}\right| \leq\left\|f^{(1)}\right\| E\left(|U-x|\left|K^{\circ}(U ; x)\right|\right)
$$

which is related to Ostrowski-Grüss inequality introduced by Dragomir and Wang [8]. In this direction, if $f$ is also differentiable such that $-\infty<m \leq f^{\prime}(x) \leq M<$ $\infty, \forall x \in[a, b]$, then they proved that

$$
\left|f(x)-\frac{1}{b-a} \int_{a}^{b} f(t) d t-w(x) \frac{f(b)-f(a)}{b-a}\right| \leq \frac{(b-a)(M-m)}{4}
$$

c) Assume that $m \leq f^{\prime}(t) \leq M$. Therefore $m \leq E f^{\prime}(U) \leq M$ and $\left|f(U)-E f^{\prime}(U)\right| \leq$ $M-m$ which eventually yields $\sigma\left(f^{\prime}(U)\right) \leq M-m$. Hence, we have

$$
\begin{aligned}
& \left|\frac{B-A}{b-a} f(x)+\frac{(b-B-w(x)) f(b)-(a-A-w(x)) f(a)}{b-a}-E f(U)\right| \\
& \leq \sigma(K(U ; x))(M-m)
\end{aligned}
$$

For instance, $A=a$ and $B=b$ in the above inequality yields

$$
\begin{equation*}
\left|f(x)-E f(U)-w(x) \frac{f(b)-f(a)}{b-a}\right| \leq \frac{(b-a)(M-m)}{\sqrt{12}} \tag{4.10}
\end{equation*}
$$

Let us consider a particular example for 4.10 . Take $a=0, b=1$ and define

$$
f(t)= \begin{cases}\frac{1}{2} t^{2} & 0 \leq t \leq x \\ \frac{1}{2} t^{2}-t+x & x<t \leq 1\end{cases}
$$

By noting that $f(0)=0, f(1)=x-1 / 2$ and $f(x)=x^{2} / 2$, straightforward calculations show that:

$$
E f(U)=\int_{0}^{x} \frac{1}{2} t^{2} d t+\int_{x}^{1}\left(\frac{1}{2} t^{2}-t+x\right) d t=-\frac{1}{2} x^{2}+x-\frac{1}{3}
$$

Hence, the left hand side of 4.10 equals to

$$
\left|f(x)-E f(U)-\left(x-\frac{a+b}{2}\right) \frac{f(b)-f(a)}{b-a}\right|=\frac{1}{12} \leq \frac{1}{\sqrt{12}}
$$

d) Let $m \leq f^{\prime}(t) \leq M$. It can be deduced from Lemma 4.3 that

$$
\begin{aligned}
& \left|\frac{B-A}{b-a} f(x)+\frac{(b-B-w(x)) f(b)-(a-A-w(x)) f(a)}{b-a}-E f(U)\right| \\
& \leq \frac{M-m}{2} E\left|K^{\circ}(U ; x)\right| .
\end{aligned}
$$

On the other hand, we proved that

$$
\left|K^{\circ}(t ; x)\right| \leq \frac{b-a}{2}+\frac{|B-A|}{b-a} \max (x-a, b-x)
$$

Therefore

$$
\left|\operatorname{Cov}\left(K(U ; x), f^{\prime}(U)\right)\right| \leq \frac{M-m}{2}\left(\frac{b-a}{2}+\frac{|B-A|}{b-a} \max (x-a, b-x)\right)
$$

To find more precise bounds for $E\left|K^{\circ}(U ; x)\right|$, we should consider seven different cases respectively as follows.
Case 1. If $a-A>w(x)$ and $x-B<w(x) \leq b-B$, then $K^{\circ}\left(t^{*} ; x\right)=0$ where $t^{*}=B+w(x)$. It is clear that

$$
K^{\circ}(t ; x) \geq 0 \quad \text { for } \quad a \leq t \leq x \quad \text { or } \quad t \geq t^{*}
$$

and

$$
K^{\circ}(t ; x) \leq 0 \quad \text { for } \quad x \leq t \leq t^{*}
$$

and also

$$
\left(\int_{a}^{x}+\int_{t^{*}}^{b}\right) K^{\circ}(t ; x) d t=-\int_{x}^{t^{*}} K^{\circ}(t ; x) d t
$$

Therefore we have

$$
\begin{aligned}
E\left|K^{\circ}(U ; x)\right| & =\frac{1}{b-a}\left(\left(\int_{a}^{x}+\int_{t^{*}}^{b}\right) K^{\circ}(t ; x)-\int_{x}^{t^{*}} K^{\circ}(t ; x) d t\right) \\
& =\frac{-2}{b-a} \int_{x}^{t^{*}} K^{\circ}(t ; x) d t=\frac{(x-B-w(x))^{2}}{b-a}
\end{aligned}
$$

Case 2. If $x-A \leq w(x)$ and $x-B<w(x) \leq b-B$, then $K^{\circ}\left(t^{*} ; x\right)=0$ where $t^{*}=B+w(x)$. It is clear that

$$
K^{\circ}(t ; x) \leq 0 \quad \text { for } \quad a \leq t \leq x \quad \text { or } \quad x<t \leq t^{*}
$$

and

$$
K^{\circ}(t ; x) \geq 0 \quad \text { for } \quad t^{*}<t \leq b
$$

and also

$$
-\left(\int_{a}^{x}+\int_{x}^{t^{*}}\right) K^{\circ}(t ; x) d t=\int_{t^{*}}^{b} K^{\circ}(t ; x) d t
$$

Therefore

$$
\begin{aligned}
E\left|K^{\circ}(U ; x)\right| & =\frac{1}{b-a}\left(-\left(\int_{a}^{x}+\int_{x}^{t^{*}}\right) K^{\circ}(t ; x)+\int_{t^{*}}^{b} K^{\circ}(t ; x) d t\right) \\
& =\frac{2}{b-a} \int_{t^{*}}^{b} K^{\circ}(t ; x) d t=\frac{(b-B-w(x))^{2}}{b-a}
\end{aligned}
$$

Case 3. If $a-A<w(x) \leq x-A$ and $b-B \leq w(x)$, then in a similar way we find that

$$
\left|E K^{\circ}(U ; x)\right|=\frac{(x-A-w(x))^{2}}{b-a}
$$

Case 4. If $a-A<w(x) \leq x-A$ and $x-B>w(x)$, then we find that

$$
E\left|K^{\circ}(U ; x)\right|=\frac{(a-A-w(x))^{2}}{b-a}
$$

Case 5. If $a-A<w(x) \leq x-A$ and $x-B<w(x) \leq b-B$, then $K^{\circ}\left(t^{*} ; x\right)=0$ where $t_{1}^{*}=A-w(x)$ and $t_{2}^{*}=B-w(x)$. It is clear that

$$
-\left(\int_{a}^{t_{1}^{*}}+\int_{x}^{t_{2}^{*}}\right) K^{\circ}(t ; x) d t=\left(\int_{t_{1}^{*}}^{x}+\int_{t_{2}^{*}}^{b}\right) K^{\circ}(t ; x) d t
$$

So we get

$$
E\left|K^{\circ}(U ; x)\right|=\frac{(x-A-w(x))^{2}+(b-B-w(x))^{2}}{b-a}
$$

Case 6. If $a-A>w(x)$ and $b-B<w(x)$, then

$$
K^{\circ}(t ; x)>0 \quad \text { for } \quad a \leq t \leq x
$$

and

$$
K^{\circ}(t ; x) \leq 0 \quad \text { for } \quad x<t \leq b
$$

Therefore

$$
\begin{aligned}
E\left|K^{\circ}(U ; x)\right| & =\frac{2}{b-a} \int_{a}^{x} K^{\circ}(t ; x) d t \\
& =\frac{(x-A-w(x))^{2}-(a-A-w(x))^{2}}{b-a}=\frac{(x-a)(x+a-2 A-2 w(x))}{b-a} .
\end{aligned}
$$

Case 7. If $x-A<w(x)$ and $x-B>w(x)$, then

$$
K^{\circ}(t ; x) \leq 0 \quad \text { for } \quad a \leq t \leq x
$$

and

$$
K^{\circ}(t ; x)>0 \quad \text { for } \quad x<t \leq b
$$

So

$$
\begin{aligned}
E\left|K^{\circ}(U ; x)\right| & =\frac{2}{b-a} \int_{x}^{b} K^{\circ}(t ; x) d t \\
& =\frac{(b-B-w(x))^{2}-(x-B-w(x))^{2}}{b-a}=\frac{(b-x)(x+b-2 B-2 w(x))}{b-a} .
\end{aligned}
$$

The following table summarizes all above-mentioned cases.

TABLE 2. All conditions for evaluating $E\left|K^{\circ}(U ; x)\right|$

| case | condition 1 | condition 2 | $E\left\|K^{\circ}(U ; x)\right\|$ |
| :---: | :--- | :--- | :--- |
| 1 | $w<a-A$ | $x-B<w<b-B$ | $(\mathrm{a})=\frac{(x-B-w(x))^{2}}{b-a}$ |
| 2 | $x-A<w$ | $x-B<w<b-B$ | $(\mathrm{~b})=\frac{(b-B-w(x))^{2}}{b-a}$ |
| 3 | $a-A<w<x-A$ | $b-B<w$ | $(\mathrm{c})=\frac{(x-A-w(x))^{2}}{b-a}$ |
| 4 | $a-A<w<x-A$ | $w<x-B$ | (d) $=\frac{(a-A-w(x))^{2}}{(b-a)}$ |
| 5 | $a-A<w<x-A$ | $x-B<w<b-B$ | $(\mathrm{~b})+(\mathrm{c})$ |
| 6 | $w<a-A$ | $b-B<w$ | (c) - (d) |
| 7 | $x-A<w$ | $x-B>w$ | (b) - (a) |

4.4.3. Some Special cases of the Table 2 ,

1) If $A=a$ and $B=b$, then $w(x)=x-(a+b) / 2$ and $E\left|K^{\circ}(U ; x)\right|=(b-a) / 4$.

This case was treated by Cheng (5], Theorem 1.5).
2) Ujevic $([33,, 34])$ considered the kernel $K(t, x)$ in 4.8 with $A=(2 a+b) / 3$,
$B=(a+2 b) / 3$ and $x=(a+b) / 2$. In this case $A+B=a+b$ and $B-A=(b-a) / 3$, which leads to $w(x)=0$,

$$
\operatorname{Var}(K(U ; x))=\frac{1}{3} \sigma^{2}(U)=\frac{(b-a)^{2}}{36}
$$

and

$$
\operatorname{Cov}\left(K(U ; x), f^{\prime}(U)\right)=\frac{1}{3} f\left(\frac{a+b}{2}\right)+\frac{f(b)+f(a)}{3}-E f(U)
$$

So we find that

$$
\left|\frac{1}{3} f\left(\frac{a+b}{2}\right)+\frac{f(b)+f(a)}{3}-E f(U)\right| \leq \frac{b-a}{6} \sigma\left(f^{\prime}(U)\right)
$$

On the other hand, using Lemma 4.3 gives

$$
\left|\frac{1}{3} f\left(\frac{a+b}{2}\right)+\frac{f(b)+f(a)}{3}-E f(U)\right| \leq \frac{M-m}{2} E\left|K^{\circ}(U ; x)\right|
$$

where $K^{\circ}=K$. Therefore, by considering different cases of Table 2, only case 5 appears and we have

$$
E\left|K^{\circ}(U ; x)\right|=\frac{5(b-a)}{36}
$$

3) In 35 the author consideres the kernel $K(t ; x)$ in 4.8 with $A=(5 a+b) / 6$, $B=(a+5 b) / 6$ and $x=(a+b) / 2$. In this case $A+B=a+b$ and $B-A=2(b-a) / 3$, which respectively yields

$$
w(x)=0, \quad \operatorname{Var}(K(U ; x))=\frac{(b-a)^{2}}{36}
$$

and

$$
\begin{aligned}
\operatorname{Cov}\left(K(U ; x), f^{\prime}(U)\right) & =\frac{2}{3} f\left(\frac{a+b}{2}\right)+(b-B) \frac{f(a)+f(b)}{b-a}-E f(U) \\
& =\frac{2}{3} f\left(\frac{a+b}{2}\right)+\frac{f(a)+f(b)}{6}-E f(U)
\end{aligned}
$$

So, by using 4.3) we find that

$$
\begin{equation*}
\left|\frac{2}{3} f\left(\frac{a+b}{2}\right)+\frac{f(a)+f(b)}{6}-E f(U)\right| \leq \frac{b-a}{6} \sigma\left(f^{\prime}(U)\right) . \tag{4.11}
\end{equation*}
$$

On the other hand, using Lemma 4.3 gives

$$
\left|\frac{2}{3} f\left(\frac{a+b}{2}\right)+\frac{f(a)+f(b)}{6}-E f(U)\right| \leq \frac{M-m}{2} E\left|K^{\circ}(U ; x)\right|
$$

where $K^{\circ}=K$. Hence, only case 5 appears again and we obtain

$$
E\left|K^{\circ}(U ; x)\right|=\frac{(x-A)^{2}+(b-B)^{2}}{b-a}=\frac{5(b-a)}{36}
$$

Let us consider a sharp example for 4.11). Take $[a, b]=[0,1]$ and define

$$
f(t)= \begin{cases}\frac{1}{2} t^{2}-\frac{1}{6} t & 0 \leq t \leq \frac{1}{2} \\ \frac{1}{2} t^{2}-\frac{5}{6} t+\frac{1}{3} & \frac{1}{2}<t \leq 1\end{cases}
$$

Since $E f(U)=0, f(0)=f(1)=0$ and $f(1 / 2)=1 / 24$, we have

$$
\left|\frac{2}{3} f\left(\frac{a+b}{2}\right)+\frac{f(a)+f(b)}{6}-E f(U)\right|=\frac{1}{36}
$$

Also $E f^{\prime}(U)=0$ and

$$
\begin{aligned}
E f^{\prime 2}(U) & =\int_{0}^{1 / 2}(t-1 / 6)^{2} d t+\int_{1 / 2}^{1}(t-5 / 6)^{2} d t \\
& =\frac{(1 / 2-1 / 6)^{3}-(-1 / 6)^{3}}{3}+\frac{(1-5 / 6)^{3}-(1 / 2-5 / 6)^{3}}{3}=\frac{1}{36} .
\end{aligned}
$$

This means that

$$
\left|\frac{2}{3} f\left(\frac{a+b}{2}\right)+\frac{f(a)+f(b)}{6}-E f(U)\right|=\frac{b-a}{6} \sigma\left(f^{\prime}(U)\right) .
$$

4) Consider $K(t ; x)$ in 4.8 with $A=a+h(b-a) / 2$ and $B=b-h(b-a) / 2$ where $0 \leq h \leq 1$. In this case $A+B=a+b$ and $B-A=(1-h)(b-a)$, which yields

$$
\begin{aligned}
& w(x)=(1-h)\left(x-\frac{a+b}{2}\right), \\
& \operatorname{Var}(K(U ; x))=\sigma^{2}(U)-h(1-h)(x-a)(b-x), \\
& E K(U ; x) f^{\prime}(U)=(1-h) f(x)+h \frac{f(b)+f(a)}{2}-E f(U),
\end{aligned}
$$

and

$$
\operatorname{Cov}\left(K(U ; x), f^{\prime}(U)\right)=(1-h) f(x)+h \frac{f(b)+f(a)}{2}-E f(U)-w(x) \frac{f(b)-f(a)}{b-a}
$$

Now suppose that $A \leq x \leq B$ where $a \leq A, B \leq b$ and $x>(a+b) / 2$ so that $w(x) \geq 0$. Then we respectively obtain

$$
\begin{aligned}
a-A-w(x) & =h(x-b)-(x-(a+b) / 2)<0 \\
x-A-w(x) & =h(x-b)+(b-a) / 2 \\
x-B-w(x) & =h(x-a)-(b-a) / 2
\end{aligned}
$$

and

$$
b-B-w(x)=h(x-a)-(x-(a+b) / 2
$$

As before, only cases 3,4 or 5 of Table 2 are possible.
Corresponding to case 3 , if $h(x-b)+(b-a) / 2>0$ and $h(x-a)<x-(a+b) / 2$, then

$$
E\left|K^{\circ}(U ; x)\right|=\frac{(h(x-b)-(b-a) / 2))^{2}}{b-a} .
$$

Corresponding to case 4 , if $h(x-b)+(b-a) / 2>0$ and $h(x-a)>(b-a) / 2$, then

$$
E\left|K^{\circ}(U ; x)\right|=\frac{(h(x-b)-(x-(a+b) / 2))^{2}}{b-a} .
$$

Corresponding to case 5, if $h(x-b)+(b-a) / 2>0$ and $(x-(a+b) / 2<h(x-a)<$ $(b-a) / 2$, then

$$
E\left|K^{\circ}(U ; x)\right|=\frac{(h(x-a)-(x-(a+b) / 2))^{2}}{b-a}+\frac{(h(x-b)+(b-a) / 2)^{2}}{b-a} .
$$

Similarly, special cases include:
i) $h=0$ which gives $A=a, B=b$ leading to the result of Ostrowski [29].
ii) $h=1$ gives $A=B=(a+b) / 2$ and $w(x)=0$. So, for $x \geq(a+b) / 2$ we obtain

$$
E\left|K^{\circ}(U ; x)\right|=\frac{(a-A-w(x))^{2}}{b-a}=\frac{b-a}{4}
$$

iii) $h=1 / 2$ and $h=1 / 3$ lead to new estimates.
5) In [15], $A=a+\theta(x-a)$ and $B=b+\theta(x-b)$ are considered where $0 \leq \theta \leq 1$. In this case we have

$$
w(x) \equiv E K(U ; x)=(1-2 \theta)\left(x-\frac{a+b}{2}\right)
$$

6) In ([5], Secion 2), $A=x+(a-b) / 2$ and $B=x+(b-a) / 2$ are considered. Hence $A+B=2 x, B-A=b-a, w(x)=0$ and

$$
\operatorname{Cov}\left(K(U ; x), f^{(1)}(U)\right)=f(x)-E f(U)-\left(x-\frac{a+b}{2}\right) E f^{(1)}(U)
$$

Again when $a \leq x \leq(a+b) / 2$, we respectively find

$$
\begin{aligned}
a-A & =a-x-(a-b) / 2=(a+b) / 2-x \geq 0 \\
x-A & =(b-a) / 2>0 \\
b-B & =b-x-(b-a) / 2=(a+b) / 2-x \geq 0
\end{aligned}
$$

and

$$
x-B=-(b-a) / 2<0
$$

Only case 1 appears in these cases which yields $E\left|K^{\circ}(U ; x)\right|=(b-a) / 4$.
7) In ([5], section 3), $A=(x+a) / 2$ and $B=(x+b) / 2$ are considered where $a<x<b$. Hence $A+B=x+(a+b) / 2, B-A=(b-a) / 2, w(x)=0$ and

$$
\operatorname{Cov}\left(K(U ; x), f^{\prime}(U)\right)=\frac{1}{2} f(x)+\frac{(b-x) f(b)-(a-x) f(a)}{2(b-a)}-E f(U)
$$

In this sense, Lemma 4.3 gives

$$
\left|\operatorname{Cov}\left(K(U ; x), f^{\prime}(U)\right)\right| \leq \frac{M-m}{2} E|K(U ; x)|
$$

By considering all 7 cases of Table 2, only case 5 appears and we get

$$
E\left|K^{\circ}(U ; x)\right|=\frac{(b-x)^{2}+(x-a)^{2}}{4(b-a)}
$$

Remark. Although the above-mentioned results are related to the uniform variable $U \sim U(a, b)$, one can consider them for a general random variable. Let $X$ denote an arbitrary random variable defined on $(a, b)$ whose distribution function is as $G(x)=P(X \leq x)$ and its density function as $g(x)=G^{(1)}(x)$. Inspired by [18], we now consider the kernel $K(t ; x)$ as follows:

$$
K(t ; x)= \begin{cases}\frac{G(t)}{g(t)} & t \leq x \\ \frac{G(t)-1}{g(t)} & t>x\end{cases}
$$

Since

$$
E K(X ; x) f^{(1)}(X)=f(x)-E f(X)
$$

and

$$
\begin{aligned}
E K(X ; x) & =\int_{a}^{x} G(t) d t+\int_{x}^{b}(G(t)-1) d t \\
& =\int_{t=a}^{x} \int_{z=a}^{t} g(z) d z d t-\int_{t=x}^{b} \int_{z=t}^{b} g(z) d z d t \\
& =\int_{z=a}^{x}(x-z) g(z) d z-\int_{z=x}^{b}(z-x) g(z) d z=E(X-x)
\end{aligned}
$$

and in a similar way

$$
E|K(X ; x)|=\int_{a}^{x} G(t) d t+\int_{x}^{b}(1-G(t)) d t=E|X-x|
$$

so we have

$$
\operatorname{Cov}\left(K(X ; x), f^{(1)}(X)\right)=f(x)-E f(X)-E K(X ; x) E f^{(1)}(X)
$$

If $\left\|f^{(1)}\right\|<\infty$ then

$$
\left|E K(X ; x) f^{(1)}(X)\right| \leq\left\|f^{(1)}\right\| E|X-x|
$$

For estimating the covariance, inequalities of the previous section can be used.
Recall that

$$
f(x)-E f(X)=\int_{a}^{b} K(t ; x) f^{(1)}(t) g(t) d t
$$

Now if $f^{(1)}($.$) is replaced by f^{(2)}($.$) , we obtain$

$$
E K(X ; t) f^{(2)}(X)=f^{(1)}(t)-E f^{(1)}(X)
$$

or

$$
f^{(1)}(t)=E K(X ; t) f^{(2)}(X)+E f^{(1)}(X)
$$

So

$$
\begin{aligned}
f(x)-E f(X) & =\int_{a}^{b} K(t ; x)\left(E K(X ; t) f^{(2)}(X)+E f^{(1)}(X)\right) g(t) d t \\
& =\int_{a}^{b} K(t ; x) E K(X ; t) f^{(2)}(X) g(t) d t+E f^{(1)}(X) E K(X ; x)
\end{aligned}
$$

By rearranging terms we obtain

$$
\begin{aligned}
\left|f(x)-E f(X)-E K(X ; x) E f^{(1)}(X)\right| & \leq\left\|f^{(2)}\right\| \int_{a}^{b}|K(t ; x)| E|K(X ; t)| g(t) d t \\
& \leq\left\|f^{(2)}\right\| \int_{a}^{b}|K(t ; x)| E|X-t| g(t) d t
\end{aligned}
$$

4.5. Extensions for the kernel $K^{2}(t ; x)$. In this section, we use the same kernel as defined in 4.8 but study $E K^{2}(U ; x) f^{\prime}(U)$ and $E K^{2}(U ; x) f^{\prime \prime}(U)$.
Lemma 4.9. If the kernel $K$ is defined as in 4.8 then we respectively have

$$
\begin{aligned}
E K^{2}(U ; x) f^{(1)}(U)= & 2 \frac{B-A}{b-a}\left(x-\frac{A+B}{2}\right) f(x)+\frac{(b-B)^{2} f(b)-(a-A)^{2} f(a)}{b-a} \\
& -2 E K(U ; x) f(U) \\
E K^{2}(U ; x) f^{(2)}(U)= & 2 \frac{B-A}{b-a}\left(x-\frac{A+B}{2}\right) f^{(1)}(x)+\frac{(b-B)^{2} f^{(1)}(b)-(a-A)^{2} f^{(1)}(a)}{b-a} \\
& -2 E K(U ; x) f^{(1)}(U) .
\end{aligned}
$$

Proof. Since $E K^{2}(U ; x) f^{(1)}(U)=(I+I I) /(b-a)$ where

$$
I=\int_{a}^{x}(t-A)^{2} f^{(1)}(t) d t
$$

and

$$
I I=\int_{x}^{b}(t-B)^{2} f^{(1)}(t) d t
$$

using integration by parts gives

$$
I=(x-A)^{2} f(x)-(a-A)^{2} f(a)-2 \int_{a}^{x}(t-A) f(t) d t
$$

and

$$
I I=(b-B)^{2} f(b)-(x-B)^{2} f(x)-2 \int_{x}^{b}(t-B) f(t) d t
$$

Therefore

$$
\begin{aligned}
I+I I= & \left((x-A)^{2}-(x-B)^{2}\right) f(x)+(b-B)^{2} f(b)-(a-A)^{2} f(a) \\
& -2 \int_{a}^{b} K(t ; x) f(t) d t
\end{aligned}
$$

The second result follows from the first one by replacing $f^{(1)}$ by $f^{(2)}$.
Now let us consider $\operatorname{Cov}\left(K^{2}(U ; x) f^{(2)}(U)\right)$. We first have

$$
\operatorname{Cov}\left(K^{2}(U ; x) f^{(2)}(U)\right)=E H^{\circ}(U ; x) f^{(2)}(U)
$$

where $H^{\circ}(t ; x)=K^{2}(t ; x)-w_{2}(x)$ and $w_{2}(x)=E K^{2}(U ; x)$. To find $w_{2}(x)$, recall that

$$
\operatorname{Var}(K(U ; x))=\sigma^{2}(U)+\frac{(B-A)(x-a)(b-x)}{b-a}\left(\frac{B-A}{b-a}-1\right)
$$

So, by using the equality $\operatorname{Var}(K(U ; x))=w_{2}(x)-w_{1}^{2}(x)$ where

$$
w_{1}(x)=E K(U ; x)=\frac{a+b}{2}-B+\frac{B-A}{b-a}(x-a)
$$

we can obtain

$$
w_{2}(x)=\sigma^{2}(U)+\frac{(B-A)(x-a)(b-x)}{b-a}\left(\frac{B-A}{b-a}-1\right)+w_{1}^{2}(x)
$$

For instance, if $A=a$ and $B=b$, we have

$$
w_{2}(x)=\left(x-\frac{a+b}{2}\right)^{2}+\frac{(b-a)^{2}}{12}
$$

As before, we in this section study the values $H^{\circ}=K^{2}(t ; x)-w_{2}(x)$ and $E\left|H^{\circ}(U ; x)\right|$. First of all, note that

$$
(t-A)^{2}-w_{2}(x)
$$

is a convex second degree polynomial with zero's $t_{ \pm}=A \pm \sqrt{w_{2}(x)}$ and top in $t=A$ and

$$
(t-B)^{2}-w_{2}(x)
$$

is convex with top in $t=B$ and zeros $z_{+,-}=B \pm \sqrt{w_{2}(x)}$.
Now one can consider several cases. First suppose that $A=a$ and $B=b$. Four following cases happen:
a1) If $a<t_{+}<x$ then $H^{\circ}(t ; x) \leq 0$ for $a \leq t \leq t_{+}$and $H^{\circ}(t ; x)>0$ for $t_{+} \leq t \leq x$.
a2) If $x \leq t_{+}$then $H^{\circ}(t ; x) \leq 0$ for $a \leq t \leq x$.
b1) If $x<z_{-}<b$ then $H^{\circ}(t ; x)>0$ for $x<t \leq z_{-}$and $H^{\circ}(t ; x) \leq 0$ for $z_{-} \leq t \leq b$.
b2) If $z_{-} \leq x$ then $H^{\circ}(t ; x) \leq 0$ for $x<t \leq b$.
Consequently:

1) If a1) and b1) hold, then we have

$$
\begin{aligned}
E\left|H^{\circ}(U ; x)\right| & =\frac{1}{b-a}\left(\left(\int_{t_{+}}^{x}+\int_{x}^{z_{-}}\right) H^{\circ}(t ; x) d t-\left(\int_{a}^{t_{+}}+\int_{z_{-}}^{b}\right) H^{\circ}(t ; x) d t\right) \\
& =\frac{2}{b-a}\left(\int_{t_{+}}^{x}+\int_{x}^{z_{-}}\right) H^{\circ}(t ; x) d t \\
& =\frac{2}{b-a}\left(\frac{(t-a)^{3}}{3}-\left.w_{2}(x)\right|_{t_{+}} ^{x}+\frac{(t-b)^{3}}{3}-\left.w_{2}(x)\right|_{x} ^{z_{-}}\right) \\
& =\frac{2}{b-a}\left(\frac{(x-a)^{3}-(x-b)^{3}}{3}-\frac{2\left(\sqrt{w_{2}(x)}\right)^{3}}{3}-w_{2}(x)\left(x-t_{+}+z_{-}-x\right)\right. \\
& =\frac{2}{b-a}\left(\frac{(x-a)^{3}-(x-b)^{3}}{3}-\frac{2\left(\sqrt{w_{2}(x)}\right)^{3}}{3}-w_{2}(x)\left(b-a-2 \sqrt{w_{2}(x)}\right)\right. \\
& =\frac{2}{b-a}\left(\frac{(x-a)^{3}-(x-b)^{3}}{3}+\frac{4\left(\sqrt{w_{2}(x)}\right)^{3}}{3}-w_{2}(x)(b-a)\right) .
\end{aligned}
$$

2) If a1) and b2) hold, then

$$
\begin{aligned}
E\left|H^{\circ}(U ; x)\right| & =\frac{2}{b-a} \int_{t_{+}}^{x} H^{\circ}(t ; x) d t=\frac{2}{b-a}\left(\frac{(t-a)^{3}}{3}-\left.w_{2}(x)\right|_{t_{+}} ^{x}\right) \\
& =\frac{2}{b-a}\left(\frac{(x-a)^{3}-w_{2}^{3 / 2}(x)}{3}-w_{2}(x)\left(x-a-\sqrt{w_{2}(x)}\right)\right. \\
& =\frac{2}{b-a}\left(\frac{(x-a)^{3}}{3}+\frac{2 w_{2}^{3 / 2}(x)}{3}-w_{2}(x)(x-a)\right)
\end{aligned}
$$

3) If a2) and b1) hold, then

$$
\begin{aligned}
E\left|H^{\circ}(U ; x)\right| & =\frac{2}{b-a} \int_{x}^{z_{-}} H^{\circ}(t ; x) d t=\frac{2}{b-a}\left(\frac{(t-b)^{3}}{3}-\left.w_{2}(x)\right|_{x} ^{z_{-}}\right) \\
& =\frac{2}{b-a}\left(\frac{2 w_{2}^{3 / 2}(x)-(x-b)^{3}}{3}-w_{2}(x)(b-x)\right)
\end{aligned}
$$

4) If a2) and b2) hold, then the equality $E H^{\circ}(U ; x)=0$ cannot hold.

Note that a1) holds if and only if $\sqrt{w_{2}(x)} \leq x-a$, or $w_{2}(x) \leq(x-a)^{2}$, i.e. by using the expression $w_{2}(x)$ it holds if

$$
\left(x-\frac{a+b}{2}\right)^{2}+\frac{(b-a)^{2}}{12} \leq(x-a)^{2}
$$

or

$$
\frac{(b-a)^{2}}{12} \leq \frac{b-a}{2}\left(2 x-\frac{3 a+b}{2}\right)
$$

which gives $(b+2 a) / 3 \leq x$.
Similarly a2) holds if $x \leq a+\sqrt{w_{2}(x)}$ which leads to $x \leq(b+2 a) / 3$.
The special case $A=a, B=b$ and $x=(a+b) / 2$ has been considered in 33] so that

$$
w_{2}(x)=E K^{2}(U ; x)=\frac{(b-a)^{2}}{12}
$$

and $t_{+,-}=a \pm(b-a) / 2 \sqrt{3}$ and finally $z_{+,-}=a \pm(b-a) / 2 \sqrt{3}$.
Moreover, $a<t_{+}<x$ and $x<z_{-} \leq b$ imply that

$$
E\left|H^{\circ}(U ; x)\right|=\frac{2}{b-a}\left(\frac{(b-a)^{3}}{12}+\frac{4((b-a) / 2 \sqrt{3})^{3}}{3}-\frac{(b-a)^{3}}{12}\right)=\frac{(b-a)^{2}}{9 \sqrt{3}} .
$$

In general, more possibilities for $A$ and $B$ are as follows:
a) If $A<a$ and

$$
\left\{\begin{array}{l}
a 1) A<t_{+} \leq a . \text { In this case } H^{\circ}(t ; x) \geq 0 \text { for } a \leq t \leq x . \\
a 2) a<t_{+}=A+\sqrt{w(x)}<x \\
\text { then } H^{\circ}(x ; t) \leq 0 \text { for } a \leq t<t_{+} \text {and } H^{\circ}(x ; t)>0 \text { for } t_{+}<t \leq x \\
a 3) x<t_{+} \text {, then } H^{\circ}(x ; t) \leq 0 \text { for } a \leq t<x .
\end{array}\right.
$$

b) If $a<A<x$ and
b1) $t_{-}<a$ and $t_{+}>x$, then $H^{\circ}(t ; x)<0$ for $a \leq t \leq x$.
b2) $t_{-}<a$ and $t_{+}<x$,
then $H^{\circ}(t ; x) \leq 0$ for $a \leq t \leq t_{+}$and $H^{\circ}(t ; x)>0$ for $t_{+} \leq t \leq x$.
b3) $a<t_{-}$and $t_{+}>x$,
then $H^{\circ}(t ; x) \leq 0$ for $t_{-} \leq t \leq x$ and $H^{\circ}(t ; x)>0$ for $a \leq t \leq t_{-}$.
b4) $a<t_{-}$and $t_{+}<x$,
then $H^{\circ}(t ; x) \geq 0$ for $a \leq t \leq t_{-}$or $t_{+} \leq t \leq x$ and $H^{\circ}(t ; x) \leq 0$ for $t_{-} \leq t \leq t_{+}$.
c) If $A=x$ and

$$
\left\{\begin{array}{l}
c 1) t_{-} \leq a, \text { then } H^{\circ}(t ; x)<0 \text { for } a \leq t \leq x \\
c 2) a<t_{-}<x, \\
\text { then } H^{\circ}(t ; x) \geq 0 \text { for } a \leq t \leq t_{-} \text {and } H^{\circ}(t ; x) \leq 0 \text { for } t_{-} \leq t \leq x .
\end{array}\right.
$$

d) If $A>x$ and

$$
\left\{\begin{array}{l}
d 1) t_{-} \leq a, \text { then } H^{\circ}(t ; x)<0 \text { for } a \leq t \leq x . \\
d 2) a<t_{-}<x, \\
\text { then } H^{\circ}(t ; x) \geq 0 \text { for } a \leq t \leq t_{-} \text {and } H^{\circ}(t ; x) \leq 0 \text { for } t_{-} \leq t \leq x . \\
d 3) x<t_{-}, \text {then } H^{\circ}(t ; x)>0 \text { for } a \leq t \leq x .
\end{array}\right.
$$

Clearly a similar list can be made by considering the cases for the position of $B$. One can now use the results of previous sections to obtain upperbounds for $\operatorname{Cov}\left(K^{2}(U ; x), f^{\prime \prime}(U)\right)$.

Final Remark. We can similarly extend the problem and obtain

$$
E K^{m}(U ; x) f^{(m)}(U)=I+I I-m E K^{m-1}(U ; x) f^{(m-1)}(U)
$$

where

$$
I=\frac{f^{(m-1)}(x)(x-A)^{m}-f^{(m-1)}(a)(a-A)^{m}}{b-a}
$$

and

$$
I I=\frac{f^{(m-1)}(b)(b-B)^{m}-f^{(m-1)}(x)(x-B)^{m}}{b-a}
$$

in order to study $\operatorname{Cov}\left(K^{m}(U ; x), f^{(m)}(U)\right)$.
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