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MULTIVARIABLE CONSTRUCTION OF EXTENDED JACOBI

MATRIX POLYNOMIALS

ALİ ÇEVİK

Abstract. The main aim of this paper is to construct a multivariable ex-

tension with the help of the extended Jacobi matrix polynomials (EJMPs).
Generating matrix functions and recurrence relations satisfied by these mul-

tivariable matrix polynomials are derived. Furthermore, general families of

multilinear and multilateral generating matrix functions are obtained and their
applications are presented.

1. Introduction

The areas of orthogonal polynomials have many applications in various branches
of mathematics and other disciplines. There are many papers in the literature
dealing with orthogonal polynomials (see, for example, [3, 14, 24, 29] and the ref-
erences therein). Recently, matrix orthogonal polynomials have started to become
the focus of interest. General theory of matrix valued orthogonal polynomials which
have started with the work of M. G. Krein [25, 26] and then have studied by many
authors (see [7, 8, 15, 17, 18]) plays an important part in many areas of mathemat-
ics just as their scalar counterparts. A good source for matrix polynomials is the
book by Gohberg, Lancaster and Rodman [16]. In [1, 5, 2, 4, 9, 6, 10, 12, 20, 21],
the classical orthogonal polynomials have been extended to the orthogonal matrix
polynomials. Jódar and Cortés introduced and studied the hypergeometric ma-
trix function F (A,B;C; z) and the hypergeometric matrix differential equation in
[22] and the explicit closed form general solution of it has been given in [23]. In
[6, 11, 10, 12, 19, 20, 27], Jacobi, Chebyshev, Gegenbauer, Laguerre and Hermite
matrix polynomials were introduced and various results were given for these matrix
polynomials. Furthermore, the authors introduced new extension of Jacobi matrix

polynomials in [30]. In [1], authors studied the polynomial F
(A,B)
n (x; a, b, c) called

extended Jacobi matrix polynomial (EJMP) for parameter matrices A and B whose
eigenvalues, z, all satisfy Re(z) > −1. For any natural number n ≥ 0, the n-th

2000 Mathematics Subject Classification. 33C45, 33C25, 15A60.
Key words and phrases. Extended Jacobi matrix polynomials; Generating matrix function;

Recurrence relation; Multilinear and multilateral generating matrix functions.
c©2013 Ilirias Publications, Prishtinë, Kosovë.

Submitted May 13, 2013. Published August 18, 2013.

6



MULTIVARIABLE CONSTRUCTION OF EXTENDED JACOBI MATRIX POLYNOMIALS 7

degree extended Jacobi matrix polynomial F
(A,B)
n (x; a, b, c) is defined by

F (A,B)
n (x; a, b, c)

=
(c (a− b))n

n!
F

(
−nI,A+B + (n+ 1) I;A+ I;

x− a
b− a

)
(A+ I)n . (1)

Also, it is shown that these matrix polynomials have the Rodrigues formula [1]:

F (A,B)
n (x; a, b, c) =

(−c)n

n!
(x− a)

−A
(b− x)

−B
(2)

.
dn

dxn

{
(x− a)

A+nI
(b− x)

B+nI
}

, (c > 0)

where A and B ∈ Cr×r satisfy

Re(z) > −1 for z ∈ σ(A), Re(η) > −1 for η ∈ σ(B), AB = BA.

By comparing the Rodrigues representation for Jacobi matrix polynomials and
(2), we have

F (A,B)
n (x; a, b, c) = {c (a− b)}n P (A,B)

n

(
2 (x− a)

a− b
+ 1

)
(3)

or, equivalently,

P (A,B)
n (x) = {c (a− b)}−n F (A,B)

n

(
1

2
{a+ b+ (a− b)x} ; a, b, c

)
. (4)

The EJMPs F
(A,B)
n (x; a, b, c) are orthogonal over the interval (a, b) with respect

to the weight function ω (x;A,B) = (x− a)
A

(b− x)
B

[1]. In fact, it is hold that

b
a (x− a)

A
(b− x)

B
F (A,B)
n (x; a, b, c)F (A,B)

m (x; a, b, c) dx (5)

=



c2n

n!
(b− a)

A+B+(2n+1)I
Γ (A+B + (2n+ 1) I)

.Γ−1 (A+B + (n+ 1) I) Γ (B + (n+ 1) I)
.Γ (A+ (n+ 1) I) Γ−1 (A+B + 2 (n+ 1) I)

, m = n

0 , m 6= n

(m,n ∈ N0 := N∪ {0} = {0, 1, 2, ...})

where A and B ∈ Cr×r satisfy

Re(z) > −1 for z ∈ σ(A), Re(η) > −1 for η ∈ σ(B), AB = BA.

In this paper, we construct a multivariable extension of extended Jacobi matrix
polynomials and show that these matrix polynomials are orthogonal with respect
to weight matrix function. Generating matrix functions are obtained for the mul-
tivariable extended Jacobi matrix polynomials (MEJMPs) and with the help of
generating matrix function, several recurrence formulas are given for these polyno-
mials. Furthermore, multilinear and multilateral generating matrix functions are
derived for MEJMPs and some applications of the results obtained are presented.

Throughout this paper, for a matrix A ∈ Cr×r, its spectrum is denoted by σ(A).
The two-norm of A, which will be denoted by ‖A‖ , is defined by

‖A‖ = sup
x 6=0

‖Ax‖2
‖x‖2

,
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where, for a vector y ∈ Cr, ‖y‖2 =
(
yT y

)1/2
is the Euclidean norm of y. I and 0

will denote the identity matrix and the null matrix in Cr×r, respectively. We say
that a matrix A in Cr×r is a positive stable if Re(λ) > 0 for all λ ∈ σ(A) where
σ(A) is the set of all eigenvalues of A. If A0, A1, ..., An are elements of Cr×r and
An 6= 0, then we call

P (x) = Anx
n +An−1x

n−1 + ...+A1x+A0

a matrix polynomial of degree n in x. From [22], one can see

(P )n = P (P + I)(P + 2I)...(P + (n− 1)I) ; n ≥ 1 ; (P )0 = I. (6)

From the relation (6), we see that

(−1)k

(n− k)!
I =

(−nI)k
n!

; 0 ≤ k ≤ n. (7)

The hypergeometric matrix function F (A,B;C; z) has been given in the form [22]

F (A,B;C; z) =∞n=0

(A)n(B)n
n!

[(C)n]
−1
zn

for matrices A,B and C in Cr×r such that C+nI is invertible for all integer n ≥ 0
and for |z| < 1. For any matrix A in Cr×r, the authors exploited the following
relation due to [22]

(1− x)−A =∞n=0

(A)n
n!

xn , |x| < 1. (8)

In [13], if f(z) and g(z) are holomorphic functions in an open set Ω of the complex
plane, and if A is a matrix in Cr×r for which σ(A) ⊂ Ω, then

f(A)g(A) = g(A)f(A).

Hence, if B ∈ Cr×r is a matrix for which σ(B) ⊂ Ω and AB = BA, then

f(A)g(B) = g(B)f(A).

Furthermore, in [12], the reciprocal scalar Gamma function, Γ−1(z) = 1/Γ(z), is
an entire function of the complex variable z. Thus, for any C ∈ Cr×r, the Riesz-
Dunford functional calculus [13] shows that Γ−1(C) is well defined and is, indeed,
the inverse of Γ(C). Hence: if C ∈ Cr×r is such that C + nI is invertible for every
integer n ≥ 0, then

(C)n = Γ(C + nI)Γ−1(C).

2. Multivariable extension of the extended Jacobi matrix
polynomials

A systematic investigation of a multivariable extension of the extended Jacobi

matrix polynomials F
(A,B)
n (x; a, b, c) is defined by

F (A,B)
n (x) = F (A1,...,As;B1,...,Bs)

n1,...,ns
(x) = F (A1,B1)

n1
(x1; a1, b1, c1) ...F (As,Bs)

ns
(xs; as, bs, cs)

(9)
where x = (x1, ..., xs), A = (A1, ..., As), B = (B1, ..., Bs), Ai and Bi are matrices
in Cr×r satisfying the spectral conditions Re(zi) > −1 for each eigenvalue zi ∈
σ(Ai) and Re(ηi) > −1 for each eigenvalue ηi ∈ σ(Bi) for 1 ≤ i ≤ s and n =
n1 + ... + ns; n1, ..., ns ∈ N0 := N∪{0} = {0, 1, 2, ...} . The multivariable extended
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Jacobi matrix polynomials F
(A,B)
n (x) (MEJMPs) are orthogonal with respect to

the weight matrix function

ω (x,A,B) = ω (x1, ..., xs;A1, ..., As;B1, ..., Bs)

= ω1 (x1, A1, B1) ...ωs (xs, As, Bs)

= (x1 − a1)
A1 (b1 − x1)

B1 ... (xs − as)As (bs − xs)Bs

over the domain

Ω = {(x1, ..., xs) : ai < xi < bi ; i = 1, 2, ..., s} .

In fact, we have by (5)

Ωω (x,A,B)F (A,B)
n (x)F (A,B)

m (x)dx

= b1
a1 (x1 − a1)

A1 (b1 − x1)
B1 F (A1,B1)

n1
(x1; a1, b1, c1)F (A1,B1)

m1
(x1; a1, b1, c1) dx1 × ...

×bsas (xs − as)As (bs − xs)Bs F (As,Bs)
ns

(xs; as, bs, cs)F
(As,Bs)
ms

(xs; as, bs, cs) dxs

= s
i=1

{
c2ni
i

ni!
(bi − ai)Ai+Bi+(2ni+1)I

Γ (Ai +Bi + (2ni + 1) I) Γ−1 (Ai +Bi + (ni + 1) I)

. Γ (Bi + (ni + 1) I) Γ (Ai + (ni + 1) I) Γ−1 (Ai +Bi + 2 (ni + 1) I)
}
δmi,ni

(mi, ni ∈ N0 := N∪ {0} ; i = 1, 2, ..., s)

where dx = dx1...dxs and these matrices are commutative.
Thus, the following result has been established:

The MEJMPs F
(A,B)
n (x) are orthogonal with respect to the weight matrix func-

tion

ω (x,A,B) = (x1 − a1)
A1 (b1 − x1)

B1 ... (xs − as)As (bs − xs)Bs

over the domain

Ω = {(x1, ..., xs) : ai < xi < bi ; i = 1, 2, ..., s}

where Ai and Bi are matrices in Cr×r satisfying the spectral conditions Re(zi) > −1
for each eigenvalue zi ∈ σ(Ai) and Re(ηi) > −1 for each eigenvalue ηi ∈ σ(Bi) for
1 ≤ i ≤ s and all matrices are commutative.

3. Generating Matrix Functions and Recurrence Relations for
MEJMPs

In [1], it was shown that the EJMPs are generated by

∞
n=0 (c (a− b))−n (A+B + I)n F

(A,B)
n (x; a, b, c) [(A+ I)n]

−1
tn

= (1− t)−(A+B+I)F

(
A+B + I

2
,
A+B + 2I

2
;A+ I;

4t(x− a)

(a− b) (1− t)2

)
,(10)

where all eigenvalues z of the matrices A and B of the extended Jacobi matrix

polynomials F
(A,B)
n (x; a, b, c) satisfy the condition Re(z) > −1 and |t| < 1. On the

other hand, other generating function for EJMPs is as follows [1]:
∞
n=0 (c (a− b))−n F (A,B)

n (x; a, b, c) tn

= F4

(
I +B, I +A; I +A, I +B;

(x− a) t

a− b
,

(x− b) t
a− b

)
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where AB = BA and F4 (A,B;C,D;x, y) is the matrix version of the Appell’s
function of two variables which is defined by

F4 (A,B;C,D;x, y) =

∞∑
n,k=0

(A)n+k (B)n+k (D)
−1
n (C)

−1
k

xkyn

k!n!(√
x+
√
y < 1

)
where C+nI and D+nI are invertible for every integer n ≥ 0 (see [5]). The other
one is

∞
n=0(C)n(D)n(I +B)−1

n (c (a− b))−n F (A,B)
n (x; a, b, c) (I +A)−1

n tn

= F4

(
C,D; I +A, I +B;

(x− a) t

a− b
,

(x− b) t
a− b

)
where A+ nI and B + nI are invertible for every integer n ≥ 0 [1].

In this section, we obtain generating matrix functions and recurrence relations

for MEJMPs F
(A,B)
n (x).

Using the above expressions, we can give the following results.

For the MEJMPs F
(A,B)
n (x) , we have

∞
n1,...,ns=0 (c (a− b))

−n
(A + B+I)n [(A + I)n]

−1
F (A,B)
n (x) tn1

1 ...tns
s

= s
i=1(1− ti)−(Ai+Bi+I)F

(
Ai +Bi + I

2
,
Ai +Bi + 2I

2
;Ai + I;

4ti(xi − ai)
(ai − bi) (1− ti)2

)
(|ti| < 1)

or equivalently,

∞
n1,...,ns=0 (c (a− b))

−n
(A + B+I)n [(A + I)n]

−1
F (A,B)
n ((b− a)v + a) tn1

1 ...tns
s

= s
i=1(1− ti)−(Ai+Bi+I)F

(
Ai +Bi + I

2
,
Ai +Bi + 2I

2
;Ai + I;

−4tivi
(1− ti)2

)
(|ti| < 1)

where Ai and Bi are matrices in Cr×r satisfying the spectral conditions Re(zi) > −1
for each eigenvalue zi ∈ σ(Ai) and Re(ηi) > −1 for each eigenvalue ηi ∈ σ(Bi) for
1 ≤ i ≤ s , all matrices are commutative and

s
i=1

{
(ci (ai − bi))−ni (Ai +Bi + I)ni

[(Ai + I)ni
]
−1
}

= (c (a− b))
−n

(A + B+I)n [(A + I)n]
−1
,

(b− a)v + a = ((b1 − a1) v1 + a1, ..., (bs − as) vs + as)

where Ai + niI is invertible for every integer ni ≥ 0 for i = 1, 2, ..., s.

The matrix polynomials F
(A,B)
n (x) are generated by

∞
n1,...,ns=0 (c (a− b))

−n
F (A,B)
n (x) tn1

1 ...tns
s

= s
i=1F4

(
I +Bi, I +Ai; I +Ai, I +Bi;

(xi − ai) ti
ai − bi

,
(xi − bi) ti
ai − bi

)
(√

(xi−ai)ti
ai−bi +

√
(xi−bi)ti
ai−bi < 1 ; i = 1, 2, ..., s

)
where

(c (a− b))
−n

=s
i=1 (ci (ai − bi))−ni



MULTIVARIABLE CONSTRUCTION OF EXTENDED JACOBI MATRIX POLYNOMIALS 11

and Ai and Bi are matrices in Cr×r satisfying the spectral conditions Re(zi) > −1
for each eigenvalue zi ∈ σ(Ai) and Re(ηi) > −1 for each eigenvalue ηi ∈ σ(Bi) for
1 ≤ i ≤ s , all matrices are commutative.

Let Ai, Bi, Ci, Di ∈ Cr×r for i = 1, 2, ..., s. For MEJMPs F
(A,B)
n (x) , we have

the following generating matrix function

∞
n1,...,ns=0(C)n(D)n(I + B)−1

n (c (a− b))
−n

F (A,B)
n (x) (I + A)−1

n tn1
1 ...tns

s

= s
i=1F4

(
Ci, Di; I +Ai, I +Bi;

(xi − ai) ti
ai − bi

,
(xi − bi) ti
ai − bi

)
where Ai+niI and Bi+niI are invertible for every integer ni ≥ 0 for i = 1, 2, ..., s,
all matrices are commutative and

(C)n(D)n(I + B)−1
n (c (a− b))

−n
(I + A)−1

n

= s
i=1(C)ni

(D)ni
(I +Bi)

−1
ni

(ci (ai − bi))−ni (I +Ai)
−1
ni
.

For the MEJMPs F
(A1,...,As;B1,...,Bs)
n1,n2,...,ns (x), we have

∞
n=0H

(A1,...,As;B1,...,Bs)
n (x1, ..., xs) t

n

= s
i=1(1− t)−(Ai+Bi+I)F

(
Ai +Bi + I

2
,
Ai +Bi + 2I

2
;Ai + I;

4t(xi − ai)
(ai − bi) (1− t)2

)
(|t| < 1)

where

H(A1,...,As;B1,...,Bs)
n (x1, ..., xs)

= n
n1=0

n−n1
n2=0 ...

n−n1−...−ns−2

ns−1=0 K (n1, ..., ns−1)F
(A1,...,As;B1,...,Bs)

n−(n1+...+n
s−1),n1,...,ns−1

(x1, ..., xs)

.N (n1, ..., ns−1) ;

K (n1, ..., ns−1) =
(A1 +B1 + I)n−(n1+...+ns−1) (A2 +B2 + I)n1

...(As +Bs + I)ns−1

(c1 (a1 − b1))n−(n1+...+ns−1) (c2 (a2 − b2))
n1 ... (cs (as − bs))ns−1

,

N (n1, ..., ns−1) =
[
(As + I)ns−1

]−1 [
(As−1 + I)ns−2

]−1 × ...

× [(A2 + I)n1
]
−1 [

(A1 + I)n−(n1+...+ns−1)

]−1

and also Ai and Bi are matrices in Cr×r satisfying the spectral conditions Re(zi) >
−1 for each eigenvalue zi ∈ σ(Ai) and Re(ηi) > −1 for each eigenvalue ηi ∈ σ(Bi),
all matrices are commutative and Ai + kI is invertible for every integer k ≥ 0 for
1 ≤ i ≤ s.

For MEJMPs F
(A,B)
n (x) , we have hypergeometric matrix representation as fol-

lows:

F (A,B)
n (x) =s

i=1

{
(ci (ai − bi))ni

ni!
F

(
Ai +Bi + (ni + 1) I,−niI;Ai + I;

xi − ai
bi − ai

)
(Ai + I)ni

}
.

In order to obtain some recurrence relations, we need the following lemma.
Let a generating matrix function for gn1,...,ns(x,C) be

(1−t1)−C1 ...(1−ts)−CsΨ

(
−4x1t1

(1− t1)2
, ...,

−4xsts
(1− ts)2

)
=∞n1,...,ns=0 gn1,...,ns

(x,C) tn1
1 ...tns

s
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where x = (x1, ..., xs), C = (C1, ..., Cs) and gn1,...,ns
(x,C) is a matrix polynomial

of degree ni with respect to xi ( of total degree n = n1 + ...+ ns), provided that

Ψ(u1, ..., us) = Ψ1(u1)...Ψs(us) ; ui = −4xiti
(1−ti)2 , i = 1, 2, ..., s

Ψi(ui) = ∞
ni=0γni u

ni
i , γ0 6= 0

Then we have

i ) xi
∂

∂xi
gn1,...,ns(x,C)− nign1,...,ns(x,C)

= −(Ci+(ni−1)I)gn1,...,ni−1,ni−1,ni+1,...,ns(x,C)−xi
∂

∂xi
gn1,...,ni−1,ni−1,ni+1,...,ns(x,C), ni ≥ 1

(11)

ii ) xi
∂

∂xi
gn1,...,ns

(x,C)− nign1,...,ns
(x,C)

= −Cini−1
k=0 gn1,...,ni−1,k,ni+1,....,ns(x,C)−2xi

ni−1
k=0

∂

∂xi
gn1,...,ni−1,k,ni+1,....,ns(x,C), ni ≥ 1

(12)

iii ) xi
∂

∂xi
gn1,...,ns

(x,C)− nign1,...,ns
(x,C) =

ni−1
k=0 (−1)ni−k(Ci + 2kI)gn1,...,ni−1,k,ni+1,...,ns(x,C), ni ≥ 1 (13)

where CiCj = CjCi for i, j = 1, 2, ..., s.
Choosing

Ci = Ai +Bi + I ; γni =
(I +Ai +Bi)2ni

22nini!
(I +Ai)

−1
ni

(14)

in Lemma 3 and considering Theorem 3, we see that the matrix polynomials gn is

gn1,...,ns(v) = (c (a− b))
−n

(A + B+I)n [(A + I)n]
−1
F (A,B)
n ((b− a)v + a)

= s
i=1

{
(ci (ai − bi))−ni (Ai +Bi + I)ni [(Ai + I)ni ]

−1

. F (Ai,Bi)
ni

((bi − ai) vi + ai; ai, bi, ci)
}

where Ai, Bi (i = 1, 2, ..., s) are commutative matrices in Cr×r. With the help of
Lemma 3 and also considering (11)-(13), one can easily obtain the next result.

For the matrix polynomials F
(A,B)
n (x) , we have

i ) (xi−ai)

[
(Ai +Bi + niI)

∂F
(A,B)
n (x)

∂xi
+ ci (ai − bi)

∂F
(A,B)
n1,...,ni−1,ni−1,ni+1,...,ns

(x)

∂xi
(Ai + niI)

]

= (Ai+Bi+niI)
[
niF

(A,B)
n (x)− ci (ai − bi)F (A,B)

n1,...,ni−1,ni−1,ni+1,...,ns
(x)(Ai + niI)

]
,

ii ) (xi − ai)
∂F

(A,B)
n (x)

∂xi
− niF (A,B)

n (x)

= −{ci (ai − bi)}ni (Ai +Bi + I)−1
ni

ni−1
k=0

{
(Ai +Bi + I)k {ci (ai − bi)}−k

.

(Ai +Bi + I)F
(A,B)
n1,...,ni−1,k,ni+1,...,ns

(x) + 2(xi − ai)
∂F

(A,B)
n1,...,ni−1,k,ni+1,...,ns

(x)

∂xi


. (I +Ai)

−1
k (Ai + I)ni

}
,
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iii ) (xi − ai)
∂F

(A,B)
n (x)

∂xi
− niF (A,B)

n (x) = {ci (bi − ai)}ni (Ai +Bi + I)−1
ni

. ni−1
k=0

{
{ci (bi − ai)}−k (Ai +Bi + (2k + 1) I)(Ai +Bi + I)k

. F
(A,B)
n1,...,ni−1,k,ni+1,...,ns

(x)(I +Ai)
−1
k (Ai + I)ni

}
,

where Ai and Bi are matrices in Cr×r satisfying the spectral conditions Re(zi) > −1
for every eigenvalue zi ∈ σ(Ai) and Re(ηi) > −1 for every eigenvalue ηi ∈ σ(Bi),
these matrices are commutative and Ai + Bi + niI is invertible for every integer
ni ≥ 0 for 1 ≤ i ≤ s.

For the case of s = 1 in (9), extended Jacobi matrix polynomials (EJMPs) satisfy
following equations [1]:

(x− a)

[
(A+B + nI)

d

dx
F

(A,B)
n (x; a, b, c) + c (a− b) d

dx
F

(A,B)
n−1 (x; a, b, c) (A+ nI)

]
= (A+B + nI)

[
nF (A,B)

n (x; a, b, c)− c (a− b)F (A,B)
n−1 (x; a, b, c) (A+ nI)

]
,

(x− a)
d

dx
F

(A,B)
n (x; a, b, c)− nF (A,B)

n (x; a, b, c)

= −{c (a− b)}n (A+B + I)
−1
n

n−1
k=0 {c (a− b)}−k (A+B + I)k

.

{
(A+B + I)F

(A,B)
k (x; a, b, c) + 2 (x− a)

d

dx
F

(A,B)
k (x; a, b, c)

}
.(I +A)−1

k (I +A)n,

and

(x− a)
d

dx
F (A,B)
n (x; a, b, c)− nF (A,B)

n (x; a, b, c)

= {c (b− a)}n (A+B + I)
−1
n

n−1
k=0 {c (b− a)}−k (A+B + (2k + 1) I)

. (A+B + I)k F
(A,B)
k (x; a, b, c) (I +A)−1

k (I +A)n.

where all eigenvalues z of the matrices A and B of the extended Jacobi matrix

polynomials F
(A,B)
n (x; a, b, c) satisfy the condition Re(z) > −1 and A+ B + nI is

invertible for every integer n ≥ 0.
If we take a = 1, b = −1 and c = − 1

2 in Theorem 3, we have recurrence relations
for Jacobi matrix polynomials given in [30]. For the case r = 1, if we take Ai =
αi and Bi = βi with αi, βi real parameters and αi, βi > −1 in Theorem 3, we
have some recurrence relations satisfied by classical extended Jacobi polynomials

F
(α1,...,αs;β1,...,βs)
n (x) given in [3].

4. Multilinear and Multilateral Generating Matrix Functions

In recent years, by making use of the familiar group-theoretic (Lie algebraic)
method a certain mixed trilateral finite-series relationships have been proved for
orthogonal polynomials (see, for instance, [28]). In this section, we derive several
families of multilinear and multilateral generating matrix functions for the MEJMPs
without using Lie algebraic techniques but, with the help of the similar method as
considered in [1, 5].
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Corresponding to a non-vanishing function Ωµ(y1, ..., yr ) consisting of r complex
variables y1, ..., yr (r ∈ N) and of complex order µ, let

Λµ,ν(y1, ..., yr; z) : =

∞∑
k=0

ak Ωµ+νk(y1, ..., yr ) zk (15)

(ak 6= 0 , µ, ν ∈ C)

and

Θn,p,µ,ν(x; y1, ..., yr; ζ)

: =

[n1/p]∑
k=0

ak

{
s
i=2 (ci (ai − bi))−ni

}
(c1(b1 − a1))pk−n1F

(A,B)
n1−pk,n2,...,ns

(x)

.Ωµ+νk(y1, ..., yr ) ζk (16)

where n = n1 + ... + ns ; n1, ..., ns, p ∈ N , x = (x1, ..., xs), A = (A1, ..., As),
B = (B1, ..., Bs) and Ai and Bi are matrices in Cr×r satisfying the spectral con-
ditions Re(zi) > −1 for every eigenvalue zi ∈ σ(Ai) and Re(ηi) > −1 for every
eigenvalue ηi ∈ σ(Bi) for 1 ≤ i ≤ s and all matrices are commutative. Then we
have

∞∑
n1,...,ns=0

Θn,p,µ,ν

(
x; y1, ..., yr;

η

tp1

)
tn1
1 ....tns

s

= s
i=1F4

(
I +Bi, I +Ai; I +Ai, I +Bi;

(xi − ai) ti
ai − bi

,
(xi − bi) ti
ai − bi

)
.Λµ,ν(y1, ..., yr; η) (17)(√

(xi−ai)ti
ai−bi +

√
(xi−bi)ti
ai−bi < 1 ; i = 1, 2, ..., s

)

provided that each member of (17) exists.

Proof. For convenience, let S denote the first member of the assertion (17) of The-
orem 4. Then, plugging the polynomials

Θn,p,µ,ν

(
x; y1, ..., yr;

η

tp1

)

from the definition (16) into the left-hand side of (17), we obtain

S =

∞∑
n1,...,ns=0

[n1/p]∑
k=0

ak

{
s
i=2 (ci (ai − bi))−ni

}
(c1(b1 − a1))pk−n1 F

(A,B)
n1−pk,n2,...,ns

(x)

.Ωµ+νk(y1, ..., yr )ηk tn1−pk
1 tn2

2 ...tns
s . (18)
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Upon changing the order of summation in (18), if we replace n1 by n1 + pk, we can
write

S =

∞∑
n1,...,ns=0

∞∑
k=0

ak

{
s
i=1 (ci (ai − bi))−ni

}
F (A,B)
n1,n2,...,ns

(x) Ωµ+νk(y1, ..., yr ) ηk tn1
1 ...tns

s

=

( ∞∑
n1,...,ns=0

{
s
i=1 (ci (ai − bi))−ni

}
F (A,B)
n (x)tn1

1 ...tns
s

)( ∞∑
k=0

ak Ωµ+νk(y1, ..., yr ) ηk

)

= s
i=1F4

(
I +Bi, I +Ai; I +Ai, I +Bi;

(xi − ai) ti
ai − bi

,
(xi − bi) ti
ai − bi

)
.Λµ,ν(y1, ..., yr; η)

which completes the proof of Theorem 4. �

Corresponding to a non-vanishing function Ωµ(y1, ..., yr ) of r complex variables
y1, ..., yr (r ∈ N) and of complex order µ, let

Λµ,ν (y1, ..., yr; z) : =

∞∑
k=0

ak Ωµ+νk(y1, ..., yr ) zk (19)

(ak 6= 0 , µ, ν ∈ C)

and

Θn,p,µ,ν(x; y1, ..., yr; ζ)

: =

[n/p]∑
k=0

ak H
(A,B)
n−pk (x)Ωµ+νk(y1, ..., yr ) ζk (20)

where n, p ∈ N , x = (x1, ..., xs), A = (A1, ..., As), B = (B1, ..., Bs) and Ai and
Bi are matrices in Cr×r satisfying the spectral conditions Re(zi) > −1 for every
eigenvalue zi ∈ σ(Ai) and Re(ηi) > −1 for every eigenvalue ηi ∈ σ(Bi) for 1 ≤ i ≤ s.
Then we have

∞∑
n=0

Θn,p,µ,ν

(
x; y1, ..., yr;

η

tp

)
tn

= s
i=1(1− t)−(Ai+Bi+I)F

(
Ai +Bi + I

2
,
Ai +Bi + 2I

2
;Ai + I;

4t(xi − ai)
(ai − bi) (1− t)2

)
.Λµ,ν(y1, ..., yr; η) (21)

provided that each member of (21) exists. Here

H
(A1,...,As;B1,...,Bs)
k (x1, ..., xs)

= k
k1=0

k−k1
k2=0 ...

k−k1−...−ks−2

ks−1=0 K (k1, ..., ks−1)F
(A1,...,As;B1,...,Bs)

k−(k1+...+k
s−1),k1,...,ks−1

(x1, ..., xs)N (k1, ..., ks−1) ;

and

K (k1, ..., ks−1) =
(A1 +B1 + I)k−(k1+...+ks−1) (A2 +B2 + I)k1 ...(As +Bs + I)ks−1

(c1 (a1 − b1))k−(k1+...+ks−1) (c2 (a2 − b2))
k1 ... (cs (as − bs))ks−1

,

N (k1, ..., ks−1) =
[
(As + I)ks−1

]−1 [
(As−1 + I)ks−2

]−1 × ...

× [(A2 + I)k1 ]
−1 [

(A1 + I)k−(k1+...+ks−1)

]−1
,
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all matrices are commutative and Ai + nI is invertible for every integer n ≥ 0 for
1 ≤ i ≤ s.

Proof. For convenience, let S denote the first member of the assertion (21) of The-
orem 4. Then, upon substituting for the polynomials

Θn,p,µ,ν

(
x; y1, ..., yr;

η

tp

)
from the definition (20) into the left-hand side of (21), we obtain

S =

∞∑
n=0

[n/p]∑
k=0

ak H
(A,B)
n−pk (x)Ωµ+νk(y1, ..., yr ) ηktn−pk (22)

Upon changing the order of summation in (22), if we replace n by n + pk, we can
write

S =

∞∑
n=0

∞∑
k=0

akH
(A,B)
n (x) Ωµ+νk(y1, ..., yr ) ηk tn

=

( ∞∑
n=0

H(A,B)
n (x) tn

)( ∞∑
k=0

ak Ωµ+νk(y1, ..., yr ) ηk

)

= s
i=1(1− t)−(Ai+Bi+I)F

(
Ai +Bi + I

2
,
Ai +Bi + 2I

2
;Ai + I;

4t(xi − ai)
(ai − bi) (1− t)2

)
.Λµ,ν(y1, ..., yr; η)

which completes the proof of Theorem 4. �

5. Further Consequences

By expressing the multivariable function Ωµ+νk(y1, ..., yr ) , (k ∈ N0 , r ∈ N) in
terms of a simpler function of one and more variables, we can give further appli-
cations of Theorem 4. For example, consider the case of r = 1 and Ωµ+νk(y ) =

L
(C,λ)
µ+νk(y) in Theorem 4. Here, the Laguerre matrix polynomials L

(C,λ)
n (y) are de-

fined by [20] as follows:

L(C,λ)
n (y) =

n∑
k=0

(−1)
k
λk

k! (n− k)!
(C + I)n [(C + I)k]

−1
yk

in which C is a matrix in Cr×r, C + nI is invertible for every integer n ≥ 0 and
λ is a complex number with Re (λ) > 0. Notice that Laguerre matrix polynomials
are generated by

∞∑
n=0

L(C,λ)
n (y) tn = (1− t)−(C+I)

exp

(
−λyt
1− t

)
, |t| < 1, 0 < y <∞. (23)

Then we obtain the following result which provides a class of bilateral generating
matrix functions for the MEJMPs and the Laguerre matrix polynomials.

Let Λµ,ν(y; z) :=
∞∑
k=0

ak L
(C,λ)
µ+νk(y) zk where (ak 6= 0 , µ, ν ∈ C) and

Θn,p,µ,ν(x; y; ζ)

: =

[n1/p]∑
k=0

ak

{
s
i=2 (ci (ai − bi))−ni

}
(c1(b1 − a1))pk−n1F

(A,B)
n1−pk,n2,...,ns

(x)L
(C,λ)
µ+νk(y) ζk
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where x = (x1, ..., xs), A = (A1, ..., As), B= (B1, ..., Bs), n =n1+...+ns; n1, ..., ns, p ∈
N, AiBi = BiAi, AiAj = AjAi, BiBj = BjBi ; i, j = 1, 2, ..., s and C + nI is in-
vertible for every integer n ≥ 0. Then we have

∞∑
n1,...,ns=0

Θn,p,µ,ν

(
x; y;

η

tp1

)
tn1
1 ...tns

s (24)

= s
i=1F4

(
I +Bi, I +Ai; I +Ai, I +Bi;

(xi − ai) ti
ai − bi

,
(xi − bi) ti
ai − bi

)
Λµ,ν(y; η)

provided that each member of (24) exists for
√

(xi−ai)ti
ai−bi +

√
(xi−bi)ti
ai−bi < 1 ; i =

1, 2, ..., s.
Using the generating matrix function (23) for the Laguerre matrix polynomials

and taking ak = 1, µ = 0, ν = 1, we have

∞∑
n1,...,ns=0

[n1/p]∑
k=0

{
s
i=2 (ci (ai − bi))−ni

}
(c1(b1 − a1))pk−n1F

(A,B)
n1−pk,n2,...,ns

(x)

.L
(C,λ)
k (y) ηk tn1−pk

1 tn2
2 ...tns

s

= s
i=1F4

(
I +Bi, I +Ai; I +Ai, I +Bi;

(xi − ai) ti
ai − bi

,
(xi − bi) ti
ai − bi

)
. (1− η)

−(C+I)
exp

(
−λyη
1− η

)
where |η| < 1, 0 < y <∞ and

√
(xi−ai)ti
ai−bi +

√
(xi−bi)ti
ai−bi < 1 for i = 1, ..., s.

Choose r = 1 and Ωµ+νk(y ) = CDµ+νk(y) where D is a matrix in Cr×r satisfying
the spectral condition (

−z
2

)
/∈ σ(D) for ∀z ∈ Z+ ∪ {0}

in Theorem 4 where µ, ν ∈ N0. Here, Gegenbauer matrix polynomials are generated
by [27] as follows:

∞∑
n=0

CDk (y)tn = (1− 2yt+ t2)−D , |y| < 1 (25)

Then we obtain a class of bilateral generating matrix functions for the MEJMPs
and Gegenbauer matrix polynomials.

Let Λµ,ν(y; z) :=
∞∑
k=0

akC
D
µ+νk(y)zk where (ak 6= 0 , µ, ν ∈ C) and

Θn,p,µ,ν(x; y; ζ)

: =

[n1/p]∑
k=0

ak

{
s
i=2 (ci (ai − bi))−ni

}
(c1(b1 − a1))pk−n1F

(A,B)
n1−pk,n2,...,ns

(x)CDµ+νk(y) ζk

where x = (x1, ..., xs),A = (A1, ..., As), B= (B1, ..., Bs), n =n1+...+ns; n1, ..., ns, p ∈
N and D is a matrix in Cr×r satisfying the spectral condition(

−z
2

)
/∈ σ(D) for ∀z ∈ Z+ ∪ {0} ,
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Ai and Bi are matrices in Cr×r satisfying the spectral conditions Re(zi) > −1
for every eigenvalue zi ∈ σ(Ai) and Re(ηi) > −1 for every eigenvalue ηi ∈ σ(Bi),
AiBi = BiAi, AiAj = AjAi, BiBj = BjBi ; i, j = 1, 2, ..., s. Then we have

∞∑
n1,...,ns=0

Θn,p,µ,ν

(
x; y;

η

tp1

)
tn1
1 ...tns

s (26)

= s
i=1F4

(
I +Bi, I +Ai; I +Ai, I +Bi;

(xi − ai) ti
ai − bi

,
(xi − bi) ti
ai − bi

)
Λµ,ν(y; η)

provided that each member of (26) exists for
√

(xi−ai)ti
ai−bi +

√
(xi−bi)ti
ai−bi < 1 ; i =

1, 2, ..., s.
Using (25) and taking ak = 1, µ = 0, ν = 1, we have

∞∑
n1,...,ns=0

[n1/p]∑
k=0

{
s
i=2 (ci (ai − bi))−ni

}
(c1(b1 − a1))pk−n1F

(A,B)
n1−pk,n2,...,ns

(x)

.CDk (y) ηk tn1−pk
1 tn2

2 ...tns
s

= s
i=1F4

(
I +Bi, I +Ai; I +Ai, I +Bi;

(xi − ai) ti
ai − bi

,
(xi − bi) ti
ai − bi

)
.(1− 2yη + η2)−D.

Setting r = s and Ωµ+νk(y1, ..., ys ) = H
(C,D)
µ+νk (y1, ..., ys) in Theorem 4, we ob-

tain result which provides a class of bilinear generating matrix functions for the
MEJMPs.

Let Λµ,ν(y1, ..., ys; z) :=
∞∑
k=0

ak H
(C,D)
µ+νk (y) zk where (ak 6= 0 , µ, ν ∈ C) and

Θn,p,µ,ν(x;y; ζ) :=

[n/p]∑
k=0

ak H
(A,B)
n−pk (x)H

(C,D)
µ+νk (y) ζk (27)

where n, p ∈ N, x = (x1, ..., xs), y = (y1, ..., ys),A = (A1, ..., As), B= (B1, ..., Bs),
C = (C1, ..., Cs), D= (D1, ..., Ds) and Ai, Bi, Ci and Di (i = 1, 2, ..., s) are matrices
in Cr×r whose eigenvalues, z, all satisfy Re(z) > −1. Then we have

∞∑
n=0

Θn,p,µ,ν

(
x;y;

η

tp

)
tn

= s
i=1(1− t)−(Ai+Bi+I)F

(
Ai +Bi + I

2
,
Ai +Bi + 2I

2
;Ai + I;

4t(xi − ai)
(ai − bi) (1− t)2

)
.Λµ,ν(y1, ..., ys; η) (28)

provided that each member of (28) exists.
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Taking ak = 1, µ = 0, ν = 1 and using Theorem 3, we have

∞∑
n=0

[n/p]∑
k=0

H
(A,B)
n−pk (x)H

(C,D)
k (y) ηk tn−pk

= s
i=1(1− t)−(Ai+Bi+I)F

(
Ai +Bi + I

2
,
Ai +Bi + 2I

2
;Ai + I;

4t(xi − ai)
(ai − bi) (1− t)2

)
.si=1(1− η)−(Ci+Di+I)F

(
Ci +Di + I

2
,
Ci +Di + 2I

2
;Ci + I;

4η(yi − ai)
(ai − bi) (1− η)2

)
where

H
(C1,...,Cs;D1,...,Ds)
k (y1, ..., ys)

= k
k1=0

k−k1
k2=0 ...

k−k1−...−ks−2

ks−1=0 K (k1, ..., ks−1)F
(C1,...,Cs;D1,...,Ds)

k−(k1+...+k
s−1),k1,...,ks−1

(y1, ..., ys)N (k1, ..., ks−1) ;

and

K (k1, ..., ks−1) =
(C1 +D1 + I)k−(k1+...+ks−1) (C2 +D2 + I)k1 ...(Cs +Ds + I)ks−1

(c1 (a1 − b1))k−(k1+...+ks−1) (c2 (a2 − b2))
k1 ... (cs (as − bs))ks−1

,

N (k1, ..., ks−1) =
[
(Cs + I)ks−1

]−1 [
(Cs−1 + I)ks−2

]−1 × ...

× [(C2 + I)k1 ]
−1 [

(C1 + I)k−(k1+...+ks−1)

]−1

and CiDi = DiCi, CiCj = CjCi, DiDj = DjDi ; i, j = 1, 2, ..., s and Ci + nI is
invertible for every integer n ≥ 0 for 1 ≤ i ≤ s.

Furthermore, for every suitable choice of the coefficients ak (k ∈ N0), if the
multivariable function Ωµ+νk(y1, ..., yr), (r ∈ N), is expressed as an appropriate
product of several simpler functions, the assertions of Theorem 4 and Theorem 4
can be applied in order to derive various families of multilinear and multilateral
generating matrix functions for the MEJMPs.
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